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ABSTRACT. We analyse the modular invariants of the quantum double of the Haagerup subfactor.

1. Introduction

In the framework of braided factors we consider a finite system of endomorphisms $\mathcal{X}_N$ of a type III factor $N$ with a (non-degenerate) braiding on it, which leads to a Verlinde fusion rule algebra and produce the modular data $S$ and $T$ [9, 35]. Sources of modular data from braided factors arise from the WZW models and Ocneanu’s asymptotic subfactor, which is regarded as the subfactor analogue of Drinfeld’s quantum double construction. This quantum double subfactor is basically the same as the Longo-Rehren inclusion [28] and gives a way of yielding braided systems from not necessarily commutative systems. The $S$- and $T$- matrices for the WZW subfactor models have been constructed by A. Wassermann [40], proving that they indeed coincide with the Kac-Peterson $S$ and $T$ matrices. The modular data from a quantum double subfactor was first established by Ocneanu [15, Section 12.6] using topological insight, and later, with an algebraic flavour, by Izumi [22] (see also [37, 25]). Given $S$ and $T$ modular data, a coupling matrix $Z$ that commutes with $S$ and $T$ subject to the constraints

$$Z_{\lambda,\mu} = 0, 1, 2, 3, \ldots \text{ and } Z_{00} = 1$$

is called a modular invariant. These constraints reflect the physical background of the problem. The condition $Z_{00} = 1$ reflects the uniqueness of the vacuum.

Fixing a braided system of endomorphisms $\mathcal{X}_N$ on a type III factor $N$, we look for inclusions $\iota : N \hookrightarrow M$ whose dual canonical endomorphism $\theta = \bar{\iota}$ decomposes as a sum of endomorphisms from $\mathcal{X}_N$. To produce a modular invariant from such an inclusion,
we first employ the Longo-Rehren \( \alpha \)-induction method [28] of extending endomorphisms \( \lambda \in \mathcal{X}_N \) to those \( \alpha \lambda \) in \( M \), and then compute the dimensions of the intertwiner spaces where

\[
Z_{\lambda \mu} = \langle \alpha \lambda^+, \alpha \mu^- \rangle = \dim \text{Hom}(\alpha \lambda^+, \alpha \mu^-), \quad \lambda, \mu \in \mathcal{X}_N.
\]

The matrix \( Z_{\mathcal{N} M} = [Z_{\lambda \mu}] \) thus constructed from a braided subfactor \( N \subset M \) is a modular invariant of \( [9,13] \) – which we call sufferable. A modular invariant \( Z_{\mathcal{N} M} \) encodes the rich structure of the inclusion \( N \subset M \). The induced systems, which may well be non-commutative and hence not braided, encode the symmetries of the physical situation we started with. Given the list of all modular invariants of a \( S \)- and \( T \)-model, it is an interesting problem to determine which ones can be produced by braided subfactors through \( \alpha \)-induction. This is in general a difficult task and is in turn related to the problem of classification of subfactors. The present work features the several known constraints a modular invariant has to fulfill in order to be produced by an inclusion, as well as the new ones arising from the fusion rule structure of those realized by subfactors. There do exist modular invariants that are insufferable, that is, are not of the form \( Z_{\mathcal{N} M} \), see [16]. In fact, in Subsection 4.3.1 we study the modular data arising from the quantum double of the Haagerup subfactor with index \((5 + \sqrt{13})/2\), and find for the first time a model where the number of (normalized) sufferable modular invariants are sparse compared to the full list of (normalized) modular invariants.

In the course of previous work [8,12,17], it was observed that modular invariants satisfy remarkable fusion rules and an analysis was begun of this intriguing structure. This programme was completed in [16]. We showed in [16, Theorem 3.6] that the matricial product \( Z_a Z_b \) between two sufferable modular invariants \( Z_a \) and \( Z_b \) can also be realized by a braided inclusion \( N \subset M_{ab} \) such that \( Z_{\mathcal{N} M_{ab}} = \dim(M_{ab}^\prime \cap M_{ab}) \). Moreover, by taking a partition of unity \( \{ p \} \) by minimal projections of the finite dimensional von Neumann algebra \( M_{ab}^\prime \cap M_{ab} \), we proved in [16, Theorem 3.6] that \( Z_a Z_b \) decomposes into a sum of normalized sufferable modular invariants

\[
Z_a Z_b = \sum Z_c.
\]

This decomposition in particular shows that the matrix \( Z_{\mathcal{N} M} \) defined as in Eq. (2) is a modular invariant even when \( M \) is not a factor. In Section 3 we illustrate how [16] works. Then in Section 4 we study the modular invariants arising from the quantum double of the Haagerup \((5 + \sqrt{13})/2\) subfactor.

2. Preliminaries

In this section we recall the general framework of [9, 10, 16]. We shall consider type III von Neumann algebras with finite dimensional centres. A morphism between such algebras \( A \) and \( B \) shall be a faithful unital \( * \)-homomorphism \( \rho : A \to B \), called a \( B \)-\( A \) morphism, and we write \( \rho \in \text{Mor}(A,B) \). We will only consider those of finite statistical dimension or inclusions of finite index. Then \( d_\rho = [B : \rho(A)]^{1/2} \) is called the statistical (or quantum) dimension of \( \rho \); here \( [B : \rho(A)] \) is the Jones index of the inclusion \( \rho(A) \subset B \). If \( \rho \) and \( \sigma \) are \( B \)-\( A \) morphisms with finite statistical dimensions, then the vector space of intertwiners \( \text{Hom}(\rho, \sigma) = \{ t \in B : \rho(a) = \sigma(a)t, \ a \in A \} \) is finite-dimensional, and we denote its dimension by \( \langle \rho, \sigma \rangle \). A morphism conjugate to \( \rho \) will be denoted \( \bar{\rho} : B \to A \).

Consider a type III inclusion \( N \subset M \) with \( N \) a factor, and denote by \( \iota \) the inclusion map. Then \( \gamma = \iota \) and \( \theta = \iota \) are the canonical and dual canonical endomorphism of \( N \subset M \) respectively.
Let \( N \mathcal{X}_N \) denote a finite system of irreducible endomorphisms of a factor \( N \), in the sense that different elements of \( N \mathcal{X}_N \) are inequivalent, for any \( \lambda \in N \mathcal{X}_N \) there is a representative \( \hat{\lambda} \in N \mathcal{X}_N \) of the conjugate sector \([\hat{\lambda}]\), and \( N \mathcal{X}_N \) is closed under composition and subsequent irreducible decomposition. We denote by \( \Sigma(N \mathcal{X}_N) \) the set of representative endomorphisms of integral sums of sectors from \( N \mathcal{X}_N \) [9]. The quantity \( \omega = \sum d^2 \) is the global index of the system \( N \mathcal{X}_N \). If \( N \mathcal{X}_N = \{ \rho_\xi \} \) is a finite system and \( j : N \to N_{\text{opp}}^\hat{\lambda} \) is the natural anti-linear isomorphism, \( \rho_\xi^\text{opp} = j \cdot \rho_\xi \cdot j \), we set \( B = N \otimes N_{\text{opp}}^\hat{\lambda} \). Longo and Rehren [28] have shown that there exists a subfactor \( A \subset B \) such that \( \gamma = \bigoplus_{\xi} \rho_\xi \otimes \rho_\xi^\text{opp} \) is its canonical endomorphism (the Longo-Rehren inclusion). This notion was further translated into the type II1 setting by Masuda [29] who proved that the Longo-Rehren inclusion and Ocneanu’s asymptotic inclusion are essentially the same object. Ocneanu [15, Chapter 12] has constructed a non-degenerate braiding on the \( A\)-\( A \) system from the above quantum double inclusion \( A \subset B \), and later this was done in a more algebraic way by Izumi [22, 21]. For a subsystem II of \( N \mathcal{X}_N \), Izumi’s Galois correspondence [22, Proposition 2.4] asserts then that there exists an intermediate subfactor \( A \subset B_\Omega \subset B \) such that \( \gamma_\Omega = \bigoplus_{\xi \in \Omega} \rho_\xi \otimes \rho_\xi^\text{opp} \) is a canonical endomorphism of the inclusion \( B_\Omega \subset B \).

Whenever we have a non-degenerate braiding \(\{\epsilon_{\lambda\mu}\} \) on a system \( N \mathcal{X}_N \), from the Hopf link and twist we can define \( S \)- and \( T \)-matrices of type \( N \mathcal{X}_N \times N \mathcal{X}_N \) [35, 38], which satisfy the Verlinde formula [39]

\[
\sum_{\rho \in N \mathcal{X}_N} \frac{S_{\lambda, \rho} S_{\mu, \rho} S_{\rho, \nu}^*}{S_{\rho, \rho}} = (\lambda, \nu).
\]

(4)

The fusion matrices \( N_\lambda = [N^\nu_{\lambda, \mu}]_{\mu, \nu} \), where \( N^\nu_{\lambda, \mu} = (\lambda, \mu, \nu) \), recover the original fusion rules

\[
N_\lambda \cdot N_\mu = \sum_{\nu \in N \mathcal{X}_N} N^\nu_{\lambda, \mu} N_\nu.
\]

(5)

A nimrep is a collection of nonnegative-integer matrices \( G_\lambda \) which give a representation of the fusion ring:

\[
G_\lambda \cdot G_\mu = \sum_{\eta} N^\eta_{\lambda, \mu} G_\eta, \quad G_0 = \text{id}, \quad \text{and} \quad G_\lambda = G_\lambda^\dagger, \quad \text{for all } \lambda, \mu,
\]

(6)

where \( N^\eta_{\lambda, \mu} \) are the Verlinde fusion numbers, see e.g. [16, Definition 2.1]. A modular invariant \( Z \) is said to be nimble if there is a nimrep whose spectrum is dictated by \( \sigma_{G_\lambda} = \{ S_{\mu, \lambda} / S_{\mu, \mu} : \text{with multiplicity } Z_{\mu, \mu} \} \). We note that a sufferable modular invariant is automatically nimble [10, p. 768] or [7, p. 10].

We can fix in the opposite system \( N \mathcal{X}_N^{\text{opp}} = \{ \lambda^{\text{opp}} \} \) the braiding defined as \( \epsilon_{\lambda^{\text{opp}}, \mu^{\text{opp}}} := \epsilon_{\mu \lambda}^* \), whose modular data is \( S^* \) and \( T^* \). In particular the fusion rules of both \( N \mathcal{X}_N^{\text{opp}} \) and \( N \mathcal{X}_N \) coincide.

Fixing a braided subfactor \( i : N \to M \), let \( N \mathcal{X}_M \) be the system of endomorphisms from irreducible representatives of \( [\lambda] \) with \( \lambda \) running in \( N \mathcal{X}_N \). Next, let \( M \mathcal{X}_M \subset \text{End}(M) \) denote a system of endomorphisms of irreducible representatives from \( [\lambda \Delta] \), \( \lambda \in N \mathcal{X}_N \) (\( M \mathcal{X}_M \) is called the full \( M \)-\( M \) system). Then we define the \( \pm \)-chiral systems \( M \mathcal{X}_M^\pm \) to be the subsystems of \( M \mathcal{X}_M \) consisting of irreducible representatives from \( [\lambda \Delta] \) with \( \lambda \in N \mathcal{X}_N \). The neutral system \( M \mathcal{X}_M^0 \) is defined as the intersection \( M \mathcal{X}_M^0 = M \mathcal{X}_M^+ \cap M \mathcal{X}_M^- \), so that \( M \mathcal{X}_M^0 \subset M \mathcal{X}_M^\pm \subset M \mathcal{X}_M \) (see e.g. [8]). Their global indices (the sum of the squares of the quantum dimensions) are denoted by \( \omega_0, \omega_\pm \) and \( \omega \), and are completely encoded in...
the modular invariant $Z = Z_{N|M}$ as defined in Eq. (2), namely [10, 6]:

$$\omega_{\pm} = \frac{\omega}{\sum_{\lambda} d_{\lambda} Z_{\lambda,0}} = \frac{\omega}{\sum_{\lambda} d_{\lambda} Z_{0,\lambda}}, \quad \omega_0 = \omega_{\pm}^2 / \omega. \quad (7)$$

The neutral system $M_{\mathcal{X}^0_M}$ inherits a non-degenerate braiding (therefore their fusion rules are commutative) by [6] whose modular matrices are denoted by $S^{\text{ext}}$ and $T^{\text{ext}}$. The matrices $b_{\pm}^\pm$ of the branching coefficients $b_{\pm}^\pm = \langle r, a_{\pm}^\pm \rangle$ intertwine the original and extended modular data [6, Theorem 6.5]: $S^{\text{ext}} b_{\pm}^\pm = b_{\pm}^\pm S$ and $T^{\text{ext}} b_{\pm}^\pm = b_{\pm}^\pm T$. Moreover we can compute the cardinality of the various systems as follows [9, 6]:

$$#_{N^M} = \text{Tr}(Z), \quad #_{M^N} = \text{Tr}(ZZ^t), \quad #_{M^M} = \text{Tr}(1 b_{\pm}^\pm). \quad (8)$$

The modular invariant $Z$ is a permutation matrix if and only if $M_{\mathcal{X}^0_M} = M_{\mathcal{X}^0_M}$ [9, 10]. The modular invariant $Z$ produced by a subfactor $N \subset M$ is said to be of type I if $Z_{0,\lambda} = \langle \theta, \lambda \rangle$ for all $\lambda \in \mathcal{X}_N$ [10, 6] (in particular $Z$ is symmetric). In this situation we say that the chiral locality holds for the subfactor $N \subset M$. In other words, the chiral locality holds if the dual canonical endomorphism is visible in the vacuum row (and hence column), so $[\theta] = \bigoplus Z_{0,\lambda} \langle \lambda \rangle$. In the presence of chiral locality, we can usually recover the canonical endomorphism from the full $M$-$M$ system [5] by computing the dimensions $(\alpha^+_{\lambda} \alpha^-_{\mu}, \gamma) = \langle \alpha^+_{\lambda} \alpha^-_{\mu}, \gamma \rangle$.

If $N \subset M$ produces a modular invariant $Z$, then there are intermediate subfactors $N \subset M_\lambda \subset M$ such that $N \subset M_\lambda$ produce symmetric modular invariants $Z_{\pm}$ (type I parents) [6]. Moreover we have $Z_{\lambda,0} = Z_{\lambda,0}^\pm$ and $Z_{0,\lambda} = Z_{0,\lambda}^\pm$, and the dual canonical endomorphisms $\theta_{\pm}$ of $N \subset M_\lambda$ are visible from the vacuum row and column of $Z$, i.e. $[\theta_+] = \bigoplus Z_{\lambda,0} \langle \lambda \rangle$ and $[\theta_-] = \bigoplus Z_{0,\lambda} \langle \lambda \rangle$.

3. BRAIDED Q-SYSTEMS

Let $N$ be a factor and $\iota : N \to M$ be an inclusion in a von Neumann algebra $M$, with $\iota : M \to N$ a conjugate endomorphism of $\iota$. Then since $\iota$, $\iota$ contain the identity $id_M$, $id_N$ respectively, there are intertwining isometries, $v$ and $w_1$, in $\text{Hom}(id_M, \iota)$, $\text{Hom}(id_N, \iota)$ respectively [26, 21]. Then $w = \iota(w_1)$ is an isometry in $\text{Hom}(\theta, \theta^2)$, where $\theta = \iota$ is the dual canonical endomorphism which satisfy [27]

$$w^* \theta(w) = w w^*, \quad w^2 = \theta(w) w, \quad v^* w = w^* \theta(v) = 1 / d \quad (9)$$

with $d = d(\iota)$, thus $d^2 = |M : N|$. The system $\Theta = (\theta, v, w)$ is called a Q-system by Longo [27], and conditions in Eq. (9) characterize precisely which endomorphisms can arise as dual canonical endomorphisms for $N \subset M$. It is convenient to represent intertwiners graphically [9, 16], reading the pictures downwards. With this convention, we write the isometries $w$ and $v$ as in Fig. 1 and Fig. 2, respectively, where a wire labelled by $\theta$ gives rise to two wires labelled by $\iota$ and $\iota$. Then the relations of Eq. (9) can be displayed graphically as in Figs. 3, 4 and 5. A dual endomorphism $\theta$ does not determine the subfactor uniquely up to conjugacy. This is an $H^2$-cohomological obstruction that has been studied in [20] and in Proposition 3.2 and Remark 3.3 of [16].

Let $\mathcal{C}$ be a modular tensor category, see e.g. [38, 30, 18], i.e. $\mathcal{C}$ is a semisimple ribbon category with ground field $C$ that has only a finite number of isomorphism classes of simple objects, a non-degenerate $S$-matrix, and spherical in the sense that the left and right traces of endomorphisms coincide, see e.g. [30, Definition 2.6]. Then the above relations Eq. (9) mean that a Q-system is a Frobenius algebra $A = (\theta, m, e, \Delta, c)$, see [30], where $\theta$ is an object of $\mathcal{C}$ (an integral sum of simple objects in $\mathcal{C}$), $e \in \text{Hom}(1, \theta)$,
m \in \text{Hom}(\theta \otimes \theta, \theta), e \in \text{Hom}(\theta, 1), \Delta \in \text{Hom}(\theta, \theta \otimes \theta), \text{such that } (\theta, m, e) \text{ is a algebra and } (\theta, \Delta, e) \text{ is a co-algebra, with the algebraic and co-algebraic structure related by}

(m \otimes \text{id}_A) \circ (\text{id}_A \otimes \Delta) = \Delta \circ m = (\text{id}_A \otimes m) \circ (\Delta \otimes \text{id}_A) \quad (10)

The intertwiners \(w\) and \(w^*\) of Fig. 1 are translated into \(\Delta\) and \(m\) in Fig. 6, respectively, and the isometries \(v\) and \(v^*\) as in Fig. 2 are replaced by \(e\) and \(e\) as in Fig. 6, respectively. The Q-system relation \(d(i)\theta(w^*)w = d(i)ww^* = d(i)w^*\theta(w)\) of Fig. 3 becomes Eq. (10),
see Fig. 7. The Q-system relations of Figs. 4 and 5 are translated to the relations in Frobenius algebras as in Figs. 8 and 9, respectively.

![Diagram](image1)

**Figure 5.** Q-system relation \( d(\iota_1) v^* w = d(\iota_2) w^* \Theta(v) = \text{id} \).

\[
m = \begin{array}{c}
\theta \\
\theta
\end{array} \quad e = \begin{array}{c}
\text{id} \\
\theta
\end{array} \quad \Delta = \begin{array}{c}
\theta \\
\theta \\
\theta
\end{array} \quad \epsilon = \begin{array}{c}
\theta \\
\text{id}
\end{array}
\]

**Figure 6.** Diagrammatic representation of \( m, e, \Delta \) and \( \epsilon \), respectively.
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**Figure 7.** Frobenius algebra diagrammatical relations for Eq. (10).

\[
\begin{array}{c}
\theta \\
\theta \\
\theta \\
\theta
\end{array} = \begin{array}{c}
\theta \\
\theta \\
\theta \\
\theta
\end{array} = \begin{array}{c}
\theta \\
\theta \\
\theta \\
\theta
\end{array}
\]

**Figure 8.** Co-associativity \( (\Delta \otimes \text{id}_A) \circ \Delta = (\text{id}_A \otimes \Delta) \circ \Delta \) in Frobenius algebras.

A Frobenius algebra \( A \) is said to be **special** if the equations in Fig. 10 hold, and **symmetric** if the equality in the right-hand side of Fig. 12 holds, see [18, Definition 3.4]. As pointed out in [16, p. 320], a Q-system is automatically special with \( \beta_1 = \beta_0 = d(\iota) \), and symmetric since \( \text{id} = d^2 v^* w^* \Theta(w) \Theta(v) = d^2 \Theta(v^*) \Theta(w^*) w v \).
The notions of $H(\Theta)$ and $\mathcal{Z}(\Theta)$ in the subfactor setting [16, p. 327], see Fig. 11, are naturally translated into the tensor category language by $H(A) = \text{Hom}(1, \theta)$ and

$$\mathcal{Z}(A) := \{a \in H(A) : m \circ (a \otimes \text{id}_A) = m \circ (\text{id}_A \otimes a)\}$$

as in the left-hand side of Fig. 12.

Summarizing, a Q-system $\Theta = (\theta, \nu, \omega)$ is automatically a symmetric special Frobenius algebra as pointed out in [30] or [16, p. 320], with $m = \omega^\ast$, $e = \nu$, $\Delta = \omega$, and $\epsilon = \nu^\ast$. Moreover, a braided system $\mathcal{N}\mathcal{X}_N$ is a (unitary) modular tensor category, where the simple objects are the irreducible objects in $\mathcal{N}\mathcal{X}_N$, intertwiners in $\text{Hom}(\rho, \sigma)$ are the morphisms between the objects $\rho, \sigma \in \Sigma(\mathcal{N}\mathcal{X}_N)$, and the tensor product corresponds to composition of morphisms in $\Sigma(\mathcal{N}\mathcal{X}_N)$ (see [30, 41]).
3.1. **Decompositions for Q-systems and Frobenius algebras.** Given a braided Q-system $\Theta = (\theta, v, w)$ with associated inclusion $i : N \subset M$, the left Reciprocity Frobenius map $\mathcal{L}_i$ provides an isomorphism of algebras $\mathcal{L}_i : \mathcal{Z}(\Theta) \rightarrow M' \cap M$, see [16, Lemma 3.4]. Let $p \in \mathcal{Z}(\Theta)$ be a projection and $P = \mathcal{L}_i(p)$, see the right-hand side of Fig. 13. As in [16], for every minimal projection $p$, we get a cut-down Q-system $\Theta_p = (\theta_p, v_p, w_p)$:

$$
\Theta_p = (\theta_p, v_p, w_p) := (i_p i_p, s^* v, s^* \theta(s^*) w)
$$

(12)

with $i_p(n) = p n(n), n \in N$, and fixing an isometry $s \in \text{Hom}(\theta_p, \theta)$ implementing $P$, i.e. $s^* s = 1$ and $s s^* = P$, see Fig. 14. For example, that $w_p^* w_p = 1$ is shown in Fig. 15, where the last equality holds since $s^* P s = 1$. Since the modular invariant of the direct sum of Q-systems is the sum of the modular invariants, we proved in [16, Theorem 3.6], by taking a partition of unity by minimal projections, that any (braided) Q-system is a sum of Q-systems $\Theta_a$ whose modular invariants $Z_a$ have normalized vacuum $|Z_a|_0 = 1$.

---

**Figure 13.** Projections in $\text{Hom}(\theta, \theta)$.

**Figure 14.** Isometry $s \in \text{Hom}(\theta_p, \theta)$.

**Figure 15.** The proof of the equality $w_p^* w_p = 1$.

Let $A$ be a symmetric special Frobenius algebra and take a projection $p \in \mathcal{Z}(A)$. Since $p$ is central, the equalities in Fig. 16 hold as for the subfactor setting in Fig. 13 (cf. the definition of $\mathcal{Z}(A)$ in Eq. (11) or the left-hand side of Fig. 12 for Q-systems). The morphism $P$ in Fig. 16 is indeed a projection by simple manipulations using the co-associativity, see Fig. 7.
Since \( \theta_p := P(\theta) \) is a sub-object of \( \theta \) and the underlying category \( \mathcal{C} \) is semi-simple, there are morphisms \( t \) and \( r \), \( t \in \text{Hom}(\theta_p, \theta) \) and \( r \in \text{Hom}(\theta, \theta_p) \), satisfying \( t \circ r = P \), \( r \circ t = \text{id}_{\theta_p} \) as in, e.g., [30, p. 5]. Remark that the morphisms \( t \) and \( r \) stand for \( s \) and \( s^* \), respectively, seen above in the subfactor language. As for \( \Theta_p \) in Eq. (12), we can define the cut-down \( A_p = (\theta_p, m_p, e_p, \Delta_p, \epsilon_p) \) by

\[
m_p = r \circ m_A \circ (t \otimes t), \quad e_p = r \circ e_A, \quad \Delta_p = (r \otimes r) \circ \Delta_A \circ t, \quad \epsilon_p = \epsilon_A \circ t.
\]  

(13)

Then \( A_p \) is an algebra. The translation of Fig. 15 in the subfactor setting to the tensor category setting is as in Fig. 18, and moreover \( A_p \) is a special algebra as proven in Fig. 18: the second equality holds because \( t \circ r = P \) and that \( p \) is central, the third is because of the associativity of the product. Then we use the fact that \( A \) is special, the penultimate equality holds since \( P \circ t = t \), and the final equality follows because \( r \circ t = \text{id}_{A_p} \). Following again [16] and that \( \mathcal{Z}(A) \) is a semi-simple algebra, take a partition of unity by minimal projections \( \{p\} \) of \( \mathcal{Z}(A) \). Then \( A \cong \bigoplus_p A_p \) and since \( p \) is minimal, \( pxp = \lambda p \) for any \( x \in \mathcal{Z}(A) \) for some \( \lambda \in \mathbb{C} \), thus \( \mathcal{Z}(A_p) \cong \mathbb{C} \) as in Fig. 17 where \( r \circ P = r \) is used in the

---

**Figure 16.** Projection \( P \in \text{Hom}(\theta, \theta) \).

**Figure 17.** Proving that \( \mathcal{Z}(A_p) \cong \mathbb{C} \).

**Figure 18.** Specialness of \( A_p \).
second equality, and the last one holds by minimality of \( p \). Therefore the associated modular invariant \( Z_{A_p} \) has \( [Z_{A_p}]_{00} = 1 \).

Consequently, every symmetric special Frobenius algebra \( A = (\theta, m, e, \Delta, \epsilon) \) in a modular tensor category decomposes into a direct sum of symmetric special Frobenius algebras \( A_p \) with \( [Z_{A_p}]_{00} = 1 \), see [16, Theorem 3.6].

4. Examples of Modular Invariants and Their Classification

Here we discuss, in some detail, a few examples of the classification of modular invariants for the quantum double modular data. When taking the quantum double of a subfactor, it is not necessary that the original system of the underlying subfactor is braided, not even commutative. The \( E_6 \) system is commutative but not braided – we emphasize this in Subsection 4.1. The analysis of the corresponding quantum double has already been carried out in [11, 17]. In Subsection 4.2 we study the quantum double of the Ising system. This system is non-degenerately braided, but nevertheless, the modular data of the double is of independent interest on \( N \times N \otimes N \times N^{\text{opp}} \). We compare this in the modular data and classification of modular invariants on \( N \times N \otimes N \times N \), as well as with the quantum double of a quasi Ising system. The quasi Ising system has the same fusion rules as the Ising system, but it is not braided although it is commutative. Finally in Subsection 4.3, we analyse the modular invariants for the modular data of the quantum double of the Haagerup subfactor.

4.1. On degeneracy of \( E_6 \). The \( N-N \) system of a subfactor \( N \subset M \) with \( E_6 \) the Dynkin diagram as principal graphs cannot have a non-degenerate braiding on it.

One can use topological quantum field theory TQFT. For a nondegenerate braiding on the even system \( N \times N \) of \( E_6 \) we could conclude that the Turaev-Viro invariant \( TV_\mathcal{P} \) associated to a triangulated manifold \( \mathcal{P} \) splits \( TV_\mathcal{P} = RT_\mathcal{P} \overline{RT}_\mathcal{P} \), where \( RT \) denotes the Reshetikhin-Turaev invariant associated to a closed 3-manifold constructed by surgery (see e.g. [15]). In particular \( TV \) does not detect the change of orientation since it is a real number. But this contradicts a computation of Niţică and Török for the lens spaces \( L(3, 1) \) which is not real (see [32, p. 56]).

Alternatively, if there is a nondegenerate braiding on the even system \( N \times N \) (with three elements) of \( E_6 \), then by [11] the \( S \) and \( T \) matrices arising from the quantum double have \( 3 \times 3 = 9 \) irreducible endomorphisms, but this contradicts Izumi’s computation [23] of the quantum double system with \( 10 \) irreducible endomorphisms. See also [17] for further study of this model.

Actually there is no braiding at all. If we have a braiding \( \mathcal{E} \), then it gives rise to half braidings. Then [23, Example 6.1] gives all half braidings for \( E_6 \), and [22, Definition 4.2(ii)] implies that, if we have a braiding, then the adjoint of course is also a braiding. So that, when we take the braiding \( \mathcal{E} \), then it means that one of the half braidings on the list is part of a braiding, but also that its adjoint is also a half braiding - hence must be on the list [23, Example 6.1]. In proof of (3) in [23, p. 642], it says that \( d\phi_\rho(\mathcal{E}_\rho(\rho)) = \omega \). When we take complex conjugate of this equation, then the \( \omega \) corresponding to \( \mathcal{E}^* \) is the complex conjugate of that of \( \mathcal{E} \) (here \( \mathcal{E} = \mathcal{E}_\rho(\rho) \) in the notation of Izumi [23]). But, looking at table on [23, Page 648] in Example 6.1, whichever half braiding we take, it is never the case that the conjugate of \( \omega \) is on the list. Therefore the even part of \( E_6 \) cannot have a braiding.

4.2. Genuine and quasi Ising systems. Here we consider the genuine (braided) Ising system \( N \times N \) corresponding to the Kac-Peterson matrices of \( SU(2)_2 \). We determine the
dual canonical endomorphisms \( \theta \) that arise from irreducible braided subfactors \( N \subset M \) in the Ising model. The modular data is

\[
S_0 = \frac{1}{2} \begin{pmatrix} 1 & \sqrt{2} & 1 \\ \sqrt{2} & 0 & -\sqrt{2} \\ 1 & -\sqrt{2} & 1 \end{pmatrix}, \quad T_0 = \text{diag}(1, \exp(3\pi i/8), -1).
\]  

(14)

We take the type III\(_1\) factor \( N = \pi^0(LSU(2)_0)^\vee \) where \( \pi^0 \) denotes the level 1 vacuum representation of \( LSU(2) \) [40], and let \( N\mathcal{X}_N = \{\lambda_0, \lambda_1, \lambda_2\} \) be the underlying non-degenerately \( N\)-\( N \) system [5, 40]. The (commutative) Ising fusion rules are, cf. [2],

\[
[\lambda_2]^2 = [\lambda_0], \quad [\lambda_1]^2 = [\lambda_0] \oplus [\lambda_2], \quad [\lambda_1][\lambda_2] = [\lambda_1].
\]  

(15)

Take \( \theta = \lambda_0 \oplus n_1 \lambda_1 \oplus n_2 \lambda_2 \in \Sigma(\mathcal{X}_N) \) and assume that \( \theta \) is a dual endomorphism (denote by \( \iota: N \subset M \) the underlying inclusion map). We now use the fusion rules to meet the constraints on integers \( n_1 \) and \( n_2 \) in order to get the system \( \mathcal{X}_M \). By the fusion rules \( \langle \theta \lambda_0, \lambda_0 \rangle = \langle \theta \lambda_2, \lambda_2 \rangle = 1 \) and \( \langle \theta \lambda_1, \lambda_1 \rangle = 1 + n_2 \); therefore \( \iota \lambda_0 \) and \( \iota \lambda_2 \) are irreducibles, which implies that \( n_2 = 0 \) or \( n_2 = 1 \), as \( \langle \theta \lambda_0, \lambda_2 \rangle = n_2 \).

If \( n_2 = 1 \), then \( \langle \theta \lambda_1, \lambda_1 \rangle = 2 \), but since \( \langle \theta \lambda_0, \lambda_1 \rangle = n_1 \), we have \( n_1 \leq 1 \). Hence we have three candidates: only \( \lambda_0, \lambda_0 \oplus \lambda_2 \) and \( \lambda_0 \oplus \lambda_1 \oplus \lambda_2 \). Suppose \( \theta = \lambda_0 \oplus \lambda_1 \oplus \lambda_2 \) is a dual endomorphism; then \( [M:N] = [\mathcal{X}_M] = 2 + \sqrt{2} = 4 \cos^2(\pi/8) \), which implies by [24] that the principal graph of \( N \subset M \) is one of the Dynkin diagrams \( A_7 \) or \( D_5 \). However, by [31], \( D_5 \) is not realized as principal graph. Therefore it must be \( A_7 \); but this is a contradiction since the dual endomorphism of the \( A_7 \)-subfactor has two components. Finally we can use either [36, Lemma 4.4] or [16, Lemma 3.8] to prove that \( \lambda_0 \oplus \lambda_2 \) is a dual canonical endomorphism, because \( T_{A_7}^2 = 1 \).

The endomorphisms \( \lambda_0 \) and \( \lambda_0 \oplus \lambda_2 \) are the only dual canonical endomorphisms of (irreducible) braided subfactors \( N \subset M \) in the Ising model.

Also note that \( \lambda_0 \oplus \lambda_2 \) has an unique Q-system structure by [16]. We also remark that both \( \lambda_0 \) and \( \lambda_0 \oplus \lambda_2 \) in the Ising model produce the (normalized) modular invariant \( Z = 1 \), which in turn is the only normalized modular invariant for the Ising S- and T-model. Since the \( \Phi \)-product of Q-systems realizes the matricial product of modular invariants, we can also conclude that \( ([\lambda_0] \oplus [\lambda_2])^2 = 2[\lambda_0] \oplus 2[\lambda_2] \) is also a dual canonical sector producing \( Z^2 = 1 \), whose underlying inclusion \( N \subset M \) is indeed a subfactor (not irreducible though as \( \dim(N' \cap M) = 2 \)). Considering also the direct sum of Q-systems [16, p. 321], we thus conclude that \( (p + q)[\lambda_0] \oplus p[\lambda_2] \) is a canonical endomorphism for \( p, q \in \mathbb{N} \).

4.2.1. Quantum doubles of the Ising fusion rules. We can produce three sets of modular data from the fusion rules, Eq. (15). One is by considering the non-braided fusion rules as in [14] – we call this system the quasi Ising system. The quantum double of the quasi Ising system has been obtained in [23, p. 616], which after relabelling is as follows:

1. \( S_0 \otimes S_0, \ T = \text{Ad}(V \otimes V)(T_0 \otimes T_0) \), where \( S_0, T_0 \) is the modular data of the braided Ising case written above in Eq. (14), and

\[
V = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
\]

The other two arise from the braided Ising fusion rules \( SU(2)_2 \):

2. \( S_0 \otimes S_0, \ T_0 \otimes T_0^* \),

3. \( S_0 \otimes S_0, \ T_0 \otimes T_0 \).
Here (2) arises from the non-degenerately braided system $N\mathcal{X}_N \otimes N\mathcal{X}_N$ (which is the system of the Longo-Rehren inclusion [28] of the Ising systems on $N \otimes N$) whereas (3) arises from the non-degenerately braided system $N\mathcal{X}_N \otimes N\mathcal{X}_N$ on $N \otimes N$. If no confusion arises, in the sequel we denote by $\mathcal{A}_A = (\lambda_{ij} : i,j = 0,1,2)$ any of the three braided systems. The S matrix is the same in all three cases, with the same fusion rules:

$$[\lambda_{ia}][\lambda_{jb}] = \sum_{k,c} N_{ij}^k N_{ab}^c [\lambda_{kc}],$$

where $N_{ij}^k$ and $N_{ab}^c$ are the Ising fusion rules, see Eq. (15). The modular invariants in the models (1) and (2) coincide (and are $\text{Ad}(V \otimes V)$ invariant):

- $Z_1 = |\chi_{00}|^2 + |\chi_{01}|^2 + |\chi_{10}|^2 + |\chi_{11}|^2 + |\chi_{20}|^2 + |\chi_{21}|^2 + |\chi_{22}|^2$,
- $Z_2 = |\chi_{00} + \chi_{22}|^2 + |\chi_{02} + \chi_{20}|^2 + 2|\chi_{11}|^2$,
- $Z_3 = |\chi_{00} + \chi_{11} + \chi_{22}|^2$, 

with fusion $Z_2^2 = 2Z_2$, $Z_3^2 = 3Z_3$, $Z_2Z_3 = 2Z_2 = Z_3Z_2$. The final model also has three modular invariants, namely the previous $Z_1$ and $Z_2$, and a permutation invariant

$$Z = |\chi_{00}|^2 + \chi_{01}\chi_{01}^* + \chi_{10}\chi_{10}^* + \chi_{02}\chi_{02}^* + \chi_{20}\chi_{20}^* + \chi_{21}\chi_{21}^* + \chi_{21}\chi_{12}^* + |\chi_{11}|^2 + |\chi_{22}|^2$$

with fusion $Z_2^2 = 2Z_2$, $Z_2Z = ZZ_2 = Z_2$, $Z_2^2 = Z_4$.

Since $t_{22,22}^2 = 1$, by [16, Lemma 3.8] $\lambda_{00} \oplus \lambda_{22}$ is a dual endomorphism in (1) as $\lambda_{22} = \lambda_2 \oplus \lambda_{22}^\text{opp}$ or $\lambda_2 \oplus \lambda_2$, respectively. Its braided subfactor $\iota : A \subset A \times Z_2$ produces a trace 6 modular invariant (since $\mathcal{A}_B = \{\iota_{00}, \iota_{01}, \iota_{02}, a, b\}$ and $\iota_{00} = \iota_{22}, \iota_{01} = \iota_{21}, \iota_{02} = \iota_{20}, \iota_{10} = \iota_{12}$) and $\iota_{11} = a \oplus b$. Thus $Z_2$ is sufferable.

As in [23, p. 616], the dual canonical endomorphism of Longo-Rehren $\iota : A \subset B$ from the double of the quasi Ising rules is $\theta = \lambda_{00} \oplus \lambda_{11} \oplus \lambda_{22}$. This $\theta$ is also a dual canonical endomorphism for the model (2) by [11]. We obtain in both models $\mathcal{A}_B = \{\iota_{00}, \iota_{01}, \iota_{02}\}$ and $\iota_{00} = \iota_{22}, \iota_{01} = \iota_{21}, \iota_{02} = \iota_{20}, \iota_{10} = \iota_{12}, \iota_{11} = \iota_{20} \oplus \iota_{02}$. Then $\#_A \mathcal{B}_B = 3$, whence $Z_{A \subset B} = Z_3$. Moreover, since the systems $\{\lambda_0, \lambda_1, \lambda_2\}$ of the (braided) Ising model are all self-conjugate, the 6j-symbols are real and therefore the 6j-symbols for both models (2) and (3) essentially coincide. Then thanks to the co-ordinate form of $Q$-systems [16, Eq. (14)], the dual endomorphisms of the models (2) and (3) coincide. Therefore $\theta = \lambda_{00} \oplus \lambda_{11} \oplus \lambda_{22}$ is also a dual endomorphism for the model (3), producing a trace 3 modular invariant, whence $Z$ is sufferable. The full system $\mathcal{B}_B$ has global index 16 in any of the three models.

**Full system for $Z_2$**: the global indices of the $+\text{-chiral}$ system $\mathcal{B}_B^\pm$ and the neutral system $\mathcal{B}_B^{\circ}$ are $\omega_3 = 8, \omega_0 = 4$, respectively, and $\#_B \mathcal{X}_B = \text{Tr}(Z_2Z_2^2) = 12$. Then $\mathcal{B}_B^\circ = \{a_{00}, a_{02}, a_{11}^+, a_{11}^-\}$ where $a_{11}^+ = a_{11}^- = a_{11} \oplus a_{11}^\pm$ and $\mathcal{B}_B^\pm = \mathcal{B}_B^\circ \cup \{a_{01}, a_{10}^+\}$. We still need to find four further irreducible $B$-$B$ sectors for the full system $\mathcal{B}_B$. They appear in the irreducible decompositions of $a_{10}^+a_{01} = (a_{10}^+a_{01})^{(1)} \oplus (a_{10}^+a_{01})^{(2)}$, $a_{10}^+a_{10}^+ = (a_{10}^+a_{01})^{(1)} \oplus (a_{10}^+a_{01})^{(2)}$, and where the following holds: $a_{01}^+a_{10}^+ = a_{10}^+a_{01}^+$ and $a_{01}^+a_{10}^+ = a_{10}^+a_{01}^+$.

Since $\omega_0 = 4$ and $\#_B \mathcal{X}_B^{\circ} = 4$, the sectors of $\mathcal{B}_B^{\circ}$ are isomorphic to either $Z_2 \times Z_2$ or $Z_4$. Our next objective is to prove that modular data $S^\text{ext}$ and $T^\text{ext}$ of $\mathcal{B}_B^{\circ}$ coincides with that of the quantum $Z_2$ double [16] in the modular data (1) and (2), and thus $\mathcal{B}_M$ is
indeed isomorphic to $Z_2 \times Z_2$ as sectors. The branching coefficient matrix $b = [b_{i,j}]$ is

$$b = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.$$  

The modular matrices $S_1$, $T_1$ of the quantum $Z_2$ double satisfy $S_1 b = b S_1$ and $T_1 b = b T_1$, as well as for $T^{\text{ext}}$ and $S^{\text{ext}}$, see [6], thus $(T^{\text{ext}} - T_1) bb^T = 0$ and $(S^{\text{ext}} - S_1) bb^T = 0$. Then the matrix $T^{\text{ext}}$ is automatically determined to be $T_1 = \text{diag}(1, 1, 1, -1)$. Then the other equation together with the two constraints $(S^{\text{ext}})^2$ a permutation matrix and $T^{\text{ext}} S^{\text{ext}} T^{\text{ext}} S^{\text{ext}} = S^{\text{ext}}$, see e.g. [7], determines $S^{\text{ext}}$ to be precisely $S_1$ – this computation holds in the models (1) and (2). In the modular data (3), $Z_2$ is realised by the conformal inclusion $SU(2)_1 \times SU(2)_2 \subset SU(4)_1$ with dual endomorphism $\lambda_{00} \neq \lambda_{22}$, whose neutral system is given by that of $SU(4)_1$, therefore with fusion isomorphic to $Z_4$.

**Full system for $Z_5$:** The global indices are $\omega_\pm = 4$, $\omega_0 = 1$, and $\#_{B, B, B} = \text{Tr}(Z_5 Z_5^\dagger) = 9$.

We can see that $\mathcal{X}_B = (a_{00}, a_{10}, a_{20})$ and $B \mathcal{X}_B = B \mathcal{X}_B \times B \mathcal{X}_B$. Remark that the fusion rules of the $B \mathcal{X}_B$ sectors are given by the Ising ones. The full system for the permutation invariant $Z$ is obtained by permuting $\lambda_{00}$ and $\lambda_{10}$, $\lambda_{02}$ and $\lambda_{20}$, $\lambda_{12}$ and $\lambda_{21}$ in those for $Z_1$.

**4.3. The exotic model from quantum double of Haagerup $(5 + \sqrt{13})/2$ subfactor.** The first irreducible finite depth subfactor $A \subset B$ with index greater than 4 is that of Haagerup [1] with index $(5 + \sqrt{13})/2$. Let $\Delta = [id, a, a^2, \rho, a \rho, a^2 \rho]$ be the $A$-$A$ system of the Haagerup $(5 + \sqrt{13})/2$ subfactor, whose noncommutative fusion rules are in turn

$$[\alpha]^3 = [id], \quad [\alpha \rho] = [\rho][\alpha^2], \quad [\rho^2] = [id] \oplus [\rho] \oplus [\alpha \rho] \oplus [\alpha^2 \rho],$$

and $\hat{\Lambda} = [id, a, b, c]$ the commutative $B$-$B$ system whose fusion rules are as follows:

$$[a]^2 = [id] \oplus [a] \oplus [b] \oplus [c], \quad [b]^2 = [id] \oplus [c], \quad [c]^2 = [id] \oplus 2[a] \oplus [b] \oplus 2[c],$$

$$[a][b] = [a] \oplus [c], \quad [a][c] = [a] \oplus [b] \oplus [c], \quad [b][c] = [a] \oplus [b] \oplus [c].$$

**Figure 19.** Principal graphs of the Haagerup $(5 + \sqrt{13})/2$ subfactor.

Here we will consider the Longo-Rehren inclusion $N \subset M$ of the $A$-$A$ system of the Haagerup $(5 + \sqrt{13})/2$ subfactor $A \subset B$. The corresponding modular data was computed in [23]:

$$A = \frac{1}{3} \begin{pmatrix}
1 & a^2 & 1 + a^2 & 1 + a^2 & 1 + a^2 & 1 + a^2 & 1 + a^2 & 3d & 3d & 3d & 3d & 3d \\
1 + a^2 & 1 & 1 + a^2 & 1 + a^2 & 1 + a^2 & 1 + a^2 & -3d & -3d & -3d & -3d & -3d \\
1 + a^2 & 1 + a^2 & 2 + 2a^2 & -1 - a^2 & -1 - a^2 & -1 - a^2 & 0 & 0 & 0 & 0 & 0 \\
1 + a^2 & 1 + a^2 & -1 - a^2 & 1 - a^2 & -1 - a^2 & -1 - a^2 & 0 & 0 & 0 & 0 & 0 \\
1 + a^2 & 1 + a^2 & -1 - a^2 & -1 - a^2 & 2 + 2a^2 & -1 - a^2 & 0 & 0 & 0 & 0 & 0 \\
1 + a^2 & 1 + a^2 & -1 - a^2 & -1 - a^2 & -1 - a^2 & 2 + 2a^2 & 0 & 0 & 0 & 0 & 0 \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,1} & a_{1,2} & a_{1,3} & a_{1,4} & a_{1,5} \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,2} & a_{2,2} & a_{2,3} & a_{2,4} & a_{2,5} \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,3} & a_{2,3} & a_{3,3} & a_{3,4} & a_{3,5} \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,4} & a_{2,4} & a_{3,4} & a_{4,4} & a_{4,5} \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,5} & a_{2,5} & a_{3,5} & a_{4,5} & a_{5,5} \\
3d & -3d & 0 & 0 & 0 & 0 & a_{1,6} & a_{2,6} & a_{3,6} & a_{4,6} & a_{5,6}
\end{pmatrix}.$$
and $T = \text{diag}(w)$ where $w = (1, 1, 1, \exp(2\pi i/3), \exp(-2\pi i/3), \rho^4, \rho^{-4}, \rho^{10}, \rho^{-10}, \rho^{12}, \rho^{-12})$ with $d = (3 + \sqrt{13})/2$, $r = (3 + \sqrt{4d^2 - 1})/(2d - 2)$, $\lambda = 3(1 + d^2)$, $\rho = \exp(\pi i/13)$, where $d^2 = 3d + 1$ and $C_p = [C_p(x, y) : x, y = 0, 1]$ is computed as follows ($p = 1, 2, 3, 4, 5, 6$):

$$C_p(0, 0) = -(1 + \overline{w}(p))/(d - 1),$$

$$C_p(1, 2) = (w(p) + \overline{w}(p) + d - 2)(r - 1 + (d - 1)(w(p) + \overline{w}(p)))/(d - 1)(w(p) + 1)(r + \overline{w}(p)),$$

$$C_p(2, 1) = (w(p) + \overline{w}(p) + d - 2)(r - 1 + (d - 1)(w(p) + \overline{w}(p)))/(d - 1)(w(p) + 1)(r - \overline{w}(p)),$$

$$C_p(0, 2) = (d - 1 + w(p)/(d - 1 + w(p) + C_p(2, 1)))/(w(p) + \overline{w}(p)),$$

$$C_p(1, 0) = (w(p) + \overline{w}(p))/(d - 1 + w(p) + C_p(2, 1)) + (d - 1 + w(p) - r)C_p(2, 1))/(w(p) + r),$$

$$C_p(1, 1) = (w(p)C_p(0, 1) + rC_p(1, 0))/(w(p) + r),$$

$$C_p(2, 2) = (w(p)C_p(0, 2) + \overline{w}(p)C_p(2, 0))/(w(p) + \overline{w}(p)).$$

Finally we set

$$A(p, q) = 3[w(p)w(q) + d(\overline{C}_p(0, 0)\overline{C}_q(0, 0) + \overline{C}_p(0, 1)\overline{C}_q(0, 1) + \overline{C}_p(0, 2)\overline{C}_q(0, 2) + \overline{C}_p(1, 1)\overline{C}_q(2, 0)$$

$$+ \overline{C}_p(1, 2)\overline{C}_q(2, 1) + \overline{C}_p(1, 0)\overline{C}_q(2, 2) + \overline{C}_p(2, 1)\overline{C}_q(0, 0) + \overline{C}_p(2, 0)\overline{C}_q(0, 1) + \overline{C}_p(2, 1)\overline{C}_q(1, 0) + \overline{C}_p(2, 1)\overline{C}_q(1, 2))].$$

### 4.3.1. Verlinde matrices of the quantum double of the Haagerup $(5 + \sqrt{13})/2$ subfactor

The fusion rules of the $N$-$N$ system $\mathcal{X}_N$ arising from the Longo-Rehren inclusion $N \subset M$ of the Haagerup $(5 + \sqrt{13})/2$ subfactor are computed by means of the Verlinde matrices, see Eq. (4), which as quadratic functions are as follows:

$$N_0 = |x_0|^2 + |x_1|^2 + |x_2|^2 + |x_3|^2 + |x_4|^2 + |x_5|^2 + |x_6|^2 + |x_7|^2 + |x_8|^2 + |x_9|^2$$

$$+ |x_{10}|^2 + |x_{11}|^2,$$

$$N_1 = x_0x_1^* + x_1x_0^* + |x_2|^2 + |x_3|^2 + |x_4|^2 + |x_5|^2 + |x_6|^2 |x_7|^2 + |x_8|^2 + |x_9|^2 + |x_{10}|^2 + |x_{11}|^2,$$

$$N_2 = (x_0 + x_1)x_2^* + x_2x_0^* + x_2x_1^* + |x_3|^2 + |x_4|^2 + |x_5|^2 + |x_6|^2 + |x_7|^2 + |x_8|^2 + |x_9|^2 + |x_{10}|^2 + |x_{11}|^2,$$

$$N_3 = (x_0 + x_1)x_3^* + x_3x_0^* + x_3x_1^* + x_3x_2^* + x_3x_5^* + x_3x_6^* + x_3x_7^* + x_3x_8^* + x_3x_9^* + x_3x_{10}^* + x_3x_{11}^*,$$

$$N_4 = (x_0 + x_1)x_4^* + x_4x_0^* + x_4x_1^* + x_4x_2^* + x_4x_5^* + x_4x_6^* + x_4x_7^* + x_4x_8^* + x_4x_9^* + x_4x_{10}^* + x_4x_{11}^*,$$

$$N_5 = (x_0 + x_1)x_5^* + x_5x_0^* + x_5x_1^* + x_5x_2^* + x_5x_3^* + x_5x_4^* + x_5x_6^* + x_5x_7^* + x_5x_8^* + x_5x_9^* + x_5x_{10}^* + x_5x_{11}^*,$$

$$N_6 = x_0x_6^* + x_6x_0^* + x_6x_1^* + x_6x_5^* + x_6x_7^* + x_6x_8^* + x_6x_9^* + x_6x_{10}^* + x_6x_{11}^* + (x_0 + x_1)x_6^* + x_6x_0^* + x_6x_1^* + x_6x_2^* + x_6x_3^* + x_6x_4^* + x_6x_5^* + x_6x_7^* + x_6x_8^* + x_6x_9^* + x_6x_{10}^* + x_6x_{11}^*,$$

$$N_7 = x_0x_7^* + x_7x_0^* + x_7x_1^* + x_7x_5^* + x_7x_6^* + x_7x_8^* + x_7x_9^* + x_7x_{10}^* + x_7x_{11}^* + (x_0 + x_1)x_7^* + x_7x_0^* + x_7x_1^* + x_7x_2^* + x_7x_3^* + x_7x_4^* + x_7x_5^* + x_7x_6^* + x_7x_8^* + x_7x_9^* + x_7x_{10}^* + x_7x_{11}^*,$$

$$N_8 = x_0x_8^* + x_8x_0^* + x_8x_1^* + x_8x_5^* + x_8x_6^* + x_8x_7^* + x_8x_9^* + x_8x_{10}^* + x_8x_{11}^* + (x_0 + x_1)x_8^* + x_8x_0^* + x_8x_1^* + x_8x_2^* + x_8x_3^* + x_8x_4^* + x_8x_5^* + x_8x_6^* + x_8x_7^* + x_8x_8^* + x_8x_9^* + x_8x_{10}^* + x_8x_{11}^*,$$

$$N_9 = x_1x_2^* + x_2x_1^* + x_2x_3^* + x_2x_4^* + x_2x_5^* + x_2x_6^* + x_2x_7^* + x_2x_8^* + x_2x_9^* + x_2x_{10}^* + x_2x_{11}^*,$$

$$N_{10} = x_3x_4^* + x_4x_3^* + x_4x_5^* + x_4x_6^* + x_4x_7^* + x_4x_8^* + x_4x_9^* + x_4x_{10}^* + x_4x_{11}^*.$$
$N_9 = x_0 x_9^2 + x_9 x_6^0 - x_1 x_5^0 + x_9 x_1^1 - |x_6|^2 - (x_6 + x_7) x_9^0 - x_0 (x_6 + x_9)^0 - x_7 x_1^1$

$N_10 = x_0 x_1^0 + x_1 x_9^0 - x_1 x_1^0 + x_9 x_1^1 - x_6 (x_7 + x_8)^0 - (x_7 + x_8) x_6^0 - |x_9|^2$

$N_{11} = x_0 x_1^1 + x_1 x_5^0 - x_1 x_1^0 + x_9 x_1^1 - x_6 (x_7 + x_8)^0 - (x_7 + x_8) x_6^0 - x_7 x_5^0 - x_9 x_7^0$

All the irreducible $N$-$N$ sectors $\lambda$ are self-conjugate. The Frobenius-Schur indicator, see e.g. [16, p. 321], is $FS_1 = \omega^{-1} \sum_{\lambda, \nu} N_{\mu, \nu} \mu_\nu d_\mu d_\nu / \omega_\mu^2 = 1$ for all $\lambda \in N \mathcal{X}_N$, where $\omega$ is the global index of $N \mathcal{X}_N$.

4.3.2. Modular invariants of the exotic model. Let $Z$ be a matrix in $\{S, T\}'$. Then using the linear constraints $TZ = ZT$ and $TS = ST$, together with $Z_{00} = 1$, we find that $Z_{00}, Z_{02}, Z_{22}, Z_{33}, Z_{66}$ are free variables. Then the other possibly nonvanishing entries are:

$Z_{01} = -2 Z_{66} + 1$, $Z_{02} = -Z_{66} + 2 - Z_{23}/2 + Z_{26}/2 - Z_{33}$

$Z_{03} = Z_{23}/2 + Z_{36}/2$, $Z_{10} = Z_{66} + 1$, $Z_{11} = 1$

$Z_{12} = -Z_{66} + 2 - Z_{23}/2 + Z_{36}/2 - Z_{33}$

$Z_{20} = Z_{30} - Z_{26}/2 - Z_{36}/2$, $Z_{23} = Z_{30} - Z_{66}/2$,

$Z_{22} = -Z_{66} + 4 - Z_{23}/2 + Z_{36}/2 - Z_{33}$

$Z_{33} = Z_{44} = -2 Z_{30} + Z_{32} + Z_{33}$

$Z_{30} = Z_{66} - Z_{23}/2 + Z_{30}$

Then using $Z_{1\mu} \leq d_3 d_\mu$, see [8], we found that there are precisely 28 (normalised) modular invariants. The identity matrix $Z_1$ and the permutation matrix $Z_2$ corresponding to the interchange $2 \leftrightarrow 3$.

Then there are three symmetric modular invariants:

$|x_0 + x_1|^2 + 2 |x_2|^2 + 2 |x_3|^2 + 2 |x_4|^2 + 2 |x_5|^2 + k (x_2 x_5^0 + x_3 x_6^0 - |x_2|^2 - |x_3|^2)$

where $k = 0,1,2$, producing the matrices $Z_0, Z_5$ and $Z_2$ respectively. Next, we have two more symmetric modular invariants ($k = \pm 1$), whose matrices we denote by $Z_3, Z_4$, respectively:

$|x_0 + x_1 + x_2 + x_3|^2 + 2 |x_2|^2 + 2 |x_3|^2 + 2 |x_4|^2 + 2 |x_5|^2 + k (x_2 x_5^0 + x_3 x_6^0 - |x_2|^2 - |x_3|^2)$.

Set $s_1 = x_0 + x_1 + x_2 + x_3$, $s_2 = x_0 + x_1 + 2 x_2$ and $s_3 = x_0 + x_1 + 2 x_3$. Then for every pair $(i, j)$, $i, j = 1, 2, 3$, $Z_{ij} := s_1 s_j$ is a modular invariant. Finally we have the following modular invariants:

$Z(1) = |x_0 + x_1 + x_3|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$

$Z(2) = |x_0 + x_1 + x_2|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$

$Z(3) = |x_0 + x_1 |x_2|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$

$Z(4) = |x_0 + x_1 + x_2|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$

$Z(5) = |x_0 + x_2|^2 + |x_1 + x_2|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$

$Z(6) = |x_0 + x_2|^2 + |x_1 + x_2|^2 + 2 |x_2|^2 + 2 |x_3|^2 + x_3 x_6^0 + x_6 x_7^1 + x_8 x_9^0 + x_9 x_1^1$.
where $Z^t$ denotes the transpose modular invariant of $Z$.

4.3.3. **Canonical endomorphisms from Galois correspondence.** The only nontrivial sub-system $\Delta_0$ of $\Delta$ is $\Delta_0 = (\text{id}, \alpha, \alpha^2)$. (It is isomorphic to the cyclic group $Z_3$ as sectors.) The dual sector $[\theta_{LR}]$ of the LR inclusion $N \subset M$ of the Haagerup $(5 + \sqrt{13})/2$ subfactor is $[\Delta_0] \oplus [\lambda_1] \oplus [\lambda_2]$ by Izumi [23]. Let $N < P < M$ be the intermediate subfactor obtained by applying Izumi's Galois correspondence to the subsystem $\Delta_0$. Let $\theta_{N \subset P}$ be its dual endomorphism. Since $[M : P] = 3$, $[M : N] = d(\theta_{LR})$, and $\theta_{N \subset P} < \theta_{LR}$, we easily conclude that $[\theta_{N \subset P}] = [\Delta_0] \oplus [\lambda_1]$.

4.3.4. **Some insusceptible modular invariants.** First note that the global index $\omega$ of our system $N \mathcal{X}_N$ is $\omega = 9(1 + d^2)^2$.

**Case $Z_6$.** Suppose there is a subfactor $N \subset M$ producing the modular invariant $Z_6$. The global indices of the chiral systems $M \mathcal{X}_N^\pm$ are $\omega_\pm = \omega/(1 + d^2) = 9(1 + d^2)$, whereas the global index of the neutral system $M \mathcal{X}_N^0$ is $\omega_0 = \omega^2/\omega = \omega^2/\omega = 9$. Using Frobenius reciprocity and the definition of $Z_6$ through $a$-induction we obtain

$$\langle a^+_\lambda, a^+_\mu \rangle = \langle a^+_\lambda, a^+_\mu, a^+_0 \rangle = \sum N^\epsilon_{\lambda \mu} \langle a, a^+_0 \rangle = \sum N^\epsilon_{\lambda \mu} |Z_6|^{\epsilon, 0} = N^0_{\lambda \mu} + N^1_{\lambda \mu}.$$  

Hence by the fusion matrices $N_0$ and $N_1$ we get

$$\langle a^+_\lambda, a^+_\mu \rangle = \begin{cases} 1, & \lambda = 0, 6, 7, 8, 9, 10, 11 \\ 2, & \lambda = 1 \\ 3, & \lambda = 2, 3, 4, 5. \end{cases}$$

Hence $a_0, a^+_6, a^+_7, a^+_8, a^+_9, a^+_10$ and $a^+_11$ are irreducible $M$-$M$ sectors. Since $\langle a_0, a^+_\lambda \rangle = 0$ for $\lambda \neq 0, 1$, and $\langle a^+_6, a^+_\lambda \rangle = 1$ for $\lambda = 7, 8, 9, 10, 11$, so $|a^+_6| = |a^+_1| = |a^+_8| = |a^+_9| = |a^+_10| = |a^+_11|$. Since we have $\langle a_0, a^+_1 \rangle = \langle a^+_1, a^+_0 \rangle = 1$, we have the decomposition $|a^+_1| = [a_0] \oplus [a^+_6]$. It remains to decompose $a^+_2, a^+_3, a^+_4$ and $a^+_5$. Observe that $a_0$ does not appear in these decompositions and $(a^+_2, a^+_3) = (a^+_2, a^+_3, a^+_4, a^+_5) = (a^+_2, a^+_3, a^+_4) = (a^+_2, a^+_3)$. Hence we have the following irreducible decomposition:

$$\begin{align*}
|a^+_2| &= [a^+_6] \oplus [a^+_1] \oplus [a^+_2] \\
|a^+_3| &= [a^+_6] \oplus [a^+_2] \oplus [a^+_3] \\
|a^+_4| &= [a^+_6] \oplus [a^+_3] \oplus [a^+_4] \\
|a^+_5| &= [a^+_6] \oplus [a^+_4] \oplus [a^+_5].
\end{align*}$$

Therefore $M \mathcal{X}_M^+ = [a_0, a^+_6, a^+_2, a^+_3, a^+_4, a^+_5]$ and $M \mathcal{X}_M^- = [a^+_6, a^+_2, a^+_3, a^+_4, a^+_5]$ for $i = 1, 2$. Since $Z_6$ is symmetric we obtain a similar structure for the system $M \mathcal{X}_M^0$, i.e. $[a_0], [a^+_7], [a^+_8], [a^+_9], [a^+_10], [a^+_11]$.

Next we compute the neutral system $M \mathcal{X}_M^0$. First note that $a^+_6 \notin M \mathcal{X}_M^0$ as $\langle a^+_6, a^+_6 \rangle = \langle Z_6 \rangle = 0 = |Z_6\rangle$. Since $\langle a^+_2, a^+_2 \rangle = |Z_6\rangle = 1$, we have $a^+_i = a^{-i}_1$ for $i = 1, 2$. By making a choice, we may assume...
that \( a_z^{(1)} = a_z^{-1} \) (hereafter denoted by \( a_z^{(1)} \)). Using again the entries of \( Z_6 \) we can also see that \( [a_z^{+2}] = [a_z^{-2}] \), \([a_z^{-2}] = [a_z^{+2}]\), \([a_z^{3+}] = [a_z^{3-}] \), and \([a_z^{4\pm}] = [a_z^{4\mp}] \) with \( i = 1, 2 \). Then the neutral system is \( \mathcal{M}^{\mp}_M = \{a_0, a_2, a_2^{(2)}, a_5, a_5^{(1)}, a_5^{(1)} \} \) and the chiral systems \( \mathcal{M}^{\pm}_M = \mathcal{M}^{\pm}_M \cup \{a_5^{(1)} \} \). Since Tr\((ZZ^2)\) = 16, we still need to find another five irreducible \( M\)-\( M \) sectors for the full system \( \mathcal{M}^{\pm}_M \). They have to arise from the irreducible decomposition of \( a_z^+ a_z^- \). We have \( \langle a_z^+ a_z^- \rangle = \sum N^{\ell}_{66} A^\mu N_6 6 \), thus 9, using the fusion matrices and the entries of the matrix \( Z_6 \). We can also check that the dimension of the intertwiner spaces between \( a_z^+ a_z^- \) and every sector in the \( \mathcal{M}^{\pm}_M \) is null. Therefore, we find that \([a_z^+ a_z^-] = 3[x_1], \{ x_1 \} \oplus 2[x_2] \oplus 2[x_3], \{ x_1 \} \oplus [ x_2] \oplus [ x_3] \oplus [ x_4] \oplus [ x_5] \oplus 2[x_6] \) or \([ x_1] \oplus \cdots \oplus [ x_9] \), where \([ x_i] \) are distinct irreducible sectors. In any case we do not get Tr\((ZZ^2)\) = 16 irreducible \( M\)-\( M \) sectors. Therefore \( Z_6 \) is insufferable.

*Cases \( Z_5, Z_4, Z_{11}, Z_{12}, Z_{21}, Z_{13}, Z_{31} \) and \( Z_{31} \)*. If \( Z \in \{Z_5, Z_4, Z_{11}, Z_{12}, Z_{21}, Z_{13}, Z_{31} \} \) is insufferable, then by the type I parent theorem [6, Theorem 4.7], \( \theta = \lambda_0 \oplus \lambda_1 \oplus \lambda_2 \) is a dual canonical endomorphism of a subfactor \( \mathcal{M} = N \subset M \). Then \( \langle \theta \lambda_0, \lambda_0 \rangle = 1, \langle \theta \lambda_1, \lambda_1 \rangle = 4, \langle \theta \lambda_2, \lambda_2 \rangle = \langle \theta \lambda_3, \lambda_3 \rangle = 6, \langle \theta \lambda_0, \lambda_1 \rangle = \langle \theta \lambda_0, \lambda_2 \rangle = \langle \theta \lambda_0, \lambda_3 \rangle = 1 \). Hence \( \lambda_0 \) is irreducible and we have the irreducible decomposition \( \lambda_0 = \lambda_0 \oplus \lambda_1 \oplus \lambda_2 \oplus \lambda_3 \). On the other hand, \( \lambda_0 \lambda_1 \) and \( \lambda_0 \lambda_2 \) are two new sectors. But since \( \langle \theta \lambda_2, \lambda_3 \rangle = 3 \) we cannot decompose \( \lambda_1 \lambda_2 \) in a consistent manner. Therefore \( Z \) is insufferable.

**4.3.5. Subfactor realization for exotic model modular invariants.**

**Proposition 4.1.** The dual endomorphism \( \theta = \lambda_0 \oplus \lambda_1 \) from the intermediate subfactor \( N \subset P \) in Subsection 4.3.3 produces the modular invariant \( Z_6 \).

**Proof.** We use \( \theta := \theta_{N \subset P} \) and the fusion matrices to compute: \( \langle \theta \lambda_0, \lambda_0 \rangle = \langle \theta \lambda_6, \lambda_6 \rangle = \langle \theta \lambda_1, \lambda_1 \rangle = \langle \theta \lambda_6, \lambda_6 \rangle = \langle \theta \lambda_3, \lambda_3 \rangle = \langle \theta \lambda_4, \lambda_4 \rangle = \langle \theta \lambda_5, \lambda_5 \rangle = \langle \theta \lambda_6, \lambda_6 \rangle = \langle \theta \lambda_0, \lambda_1 \rangle \). Hence, we infer that \( \langle \lambda_0 \rangle, \langle \lambda_1 \rangle = \langle \lambda_0 \rangle \oplus \langle \lambda_1 \rangle, \langle \lambda_2 \rangle = \langle \lambda_0 \rangle \oplus \langle \lambda_1 \rangle \oplus \langle \lambda_2 \rangle, \langle \lambda_3 \rangle = \langle \lambda_0 \rangle \oplus \langle \lambda_1 \rangle \oplus \langle \lambda_2 \rangle \oplus \langle \lambda_3 \rangle, \langle \lambda_4 \rangle = \langle \lambda_0 \rangle \oplus \langle \lambda_1 \rangle \oplus \langle \lambda_2 \rangle \oplus \langle \lambda_3 \rangle \oplus \langle \lambda_4 \rangle, \langle \lambda_5 \rangle = \langle \lambda_0 \rangle \oplus \langle \lambda_1 \rangle \oplus \langle \lambda_2 \rangle \oplus \langle \lambda_3 \rangle \oplus \langle \lambda_4 \rangle \oplus \langle \lambda_5 \rangle \). So we have ten \( N \)-\( P \) irreducible sectors implying that Tr\((Z_{N \subset P}) = 10 \), hence by Subsection 4.3.4 \( Z_{N \subset P} = Z_2 \) or \( Z_6 \). We will use the curious identity [12, Proposition 3.3]

\[
\bigoplus_{a \in \mathcal{M} \mathcal{N}X} \{a \tilde{a}\} = \bigoplus_{\lambda, \mu \in \mathcal{M} \mathcal{N}X} Z_{\lambda, \mu}[\tilde{\lambda} \tilde{\mu}].
\]  

(17)

to eliminate \( Z_2 \). Observe that since \( \lambda_0 \) and \( \lambda_6 \) are irreducible \( M\)-\( M \) sectors, \( \theta \) is a subsector of the left-hand side of Eq. (17) in which \( [\lambda_1] \) appears 11 times. But in the right-hand side, \( [\lambda_1] \) appears only 6 times for \( Z = Z_2 \), so by the curious identity, see Eq. (17) above, we finally conclude that \( Z_{N \subset P} = Z_5 \). \( \square \)

**Lemma 4.2.** The modular \( Z^\text{ext} \) and \( T^\text{ext} \) matrices of the neutral system of \( Z_5 \) are the \( S_0 \), \( T_0 \) modular data of quantum \( Z_3 \) double as in [16, Section 5].
Proof. Let us first compute the chiral systems for $Z_3$. The global indices of the chiral systems $\mathcal{M}_M^{\pm}$ are $\omega_{\pm} = \omega / (1 + d^2)$ and the global index of the neutral system $\mathcal{M}_M^0$ is $\omega_0 = \omega^2 / 9$. We easily obtain the following reducible decompositions: $[a_0], [a_2^2] = [a_0] \oplus [a_0], [a_2^0] = [a_0] \oplus [a_2^1] \oplus [a_2^2], [a_2^{-1}] = [a_0] \oplus [a_2^1] \oplus [a_2^2], [a_2^{-2}] = [a_0] \oplus [a_2^1] \oplus [a_2^2]$. We now use the entries of the modular invariant $Z_3$ to compute the neutral system $\mathcal{M}_M^0$ and conclude that $[a_2^{k(i)}] = [a_2^{-k(i)}], i = 1, 2$, which then leads to two sectors $[a_2^{k(i)}]$ and $[a_2^{-k(i)}]$ in $\mathcal{M}_M^0$. Similarly we have $[a_3^{k(i)}] = [a_3^{-k(i)}], [a_3^{k(i)}] = [a_3^{-k(i)}], [a_3^{k(i)}] = [a_3^{-k(i)}]$ for $i = 1, 2$. In this way, we get the neutral system $\mathcal{M}_M^0 = \{a_0, a_2^{(i)}, a_3^{(i)}, a_4^{(i)}, a_5^{(i)} : i = 1, 2\}$ and $\mathcal{M}_M^\pm = \mathcal{M}_M^0 \cup [a_0^\pm]$. Let us now find the $S^{\text{ext}}$ and $T^{\text{ext}}$ modular matrices of the neutral system $\mathcal{M}_M^0$. Since $\langle a_2^{(i)} a_2^{(j)}, a_0 \rangle = \langle a_2^{(j)} a_2^{(i)}, a_0 \rangle = 2$, $a_0$ and $a_2^{(i)}$ appear twice in the irreducible decomposition of $a_2^{(i)} a_2^{(j)}$. Also $\langle a_2^{(i)} a_2^{(j)}, a_2^{(j)} \rangle = 4$ and $\langle a_2^{(i)} a_2^{(j)}, a_2^{(j)} \rangle = \langle a_2^{(i)} a_2^{(j)}, a_2^{(j)} \rangle = \langle a_2^{(i)} a_2^{(j)}, a_2^{(j)} \rangle = 2$, thus $a_2^{(i)}$, $j = 2, 3, 4, 5$, $i = 1, 2$, appear in the irreducible decomposition of $a_2^{(i)} a_2^{(j)}$ only for $i = 2$. This implies that $[a_0, a_2^{(1)}, a_2^{(2)}]$ is a copy of $Z_3$. We also obtain a similar result for $a_4^{(i)}$ and $a_5^{(i)}$. Therefore $\mathcal{M}_M^0$ cannot be $Z_3$ so has to be $Z_3 \times Z_3$. Next the branching coefficient matrix $(b_{r, \lambda} = \langle r, a_0^\lambda \rangle$ with $r \in \mathcal{M}_M^0, \lambda \in \mathcal{M}_N^0)$ is

$$b = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.$$

Then as $T^{\text{ext}} b = b T$ and $T_0 b = b T_0$, we conclude that $(T^{\text{ext}} - T_0) b = 0$. This equation alone determines $T^{\text{ext}}$ to be $T_0$. By [35] or [9, Eq. (12)] we have

$$S^{\text{ext}}_{\lambda, \mu} = S_{00}^{\text{ext}} \sum_{\rho \in \mathcal{M}_N^0} \frac{\omega_{\lambda} \omega_{\mu}}{\omega_{\rho}} N_{\rho, \mu}^{00} = S_{00}^{\text{ext}} \frac{\omega_{\lambda} \omega_{\mu}}{\omega_{\mu}},$$

and since we have now both the fusion rules of $\mathcal{M}_M^0$ and its $T^{\text{ext}}$, we conclude that $S^{\text{ext}} = S_0$. Therefore the $S^{\text{ext}}$ and $T^{\text{ext}}$ modular data coincide with the quantum $Z_3$ double modular data. □

Theorem 4.3. The modular invariants $\{Z_1, Z_5, Z_7, Z_{22}, Z_{33}, Z_{23}, Z_{31}\}$ of the quantum double of Haagerup are sufferable.

Proof. The modular invariant $Z_5$ is sufferable by Proposition 4.1. Moreover, as in Lemma 4.2, the extended modular data is given by the quantum $Z_3$ modular data, therefore their modular invariants $Z_j$, $i = 1, \cdots, 8$, coincide with those of the quantum $Z_3$ double, see [16, Section 5.1]. Moreover by the argument in [16, Lemma 3.9], every subgroup $H$ of $Z_3 \times Z_3$ gives rise to a dual endomorphism $\theta_H \in \Sigma_{\mathcal{M}_M^0}$. Therefore the same arguments of [16, Section 5.1] apply so that the 8 (normalized) modular invariants of the neutral system $\mathcal{M}_M^0$ are sufferable. Let $b$ denote the branching coefficient matrix as in Subsection 4.3.6. By [8], $b^T Z_j b$ is a sufferable modular invariant of the quantum
Haagerup model. Since
\[ b^1 \mathbb{Z}_1 b = \mathbb{Z}_5, \quad b^1 \mathbb{Z}_2 b = \mathbb{Z}_7, \quad b^1 \mathbb{Z}_3 b = \mathbb{Z}_7, \quad b^1 \mathbb{Z}_4 b = \mathbb{Z}_{33}, \]
\[ b^1 \mathbb{Z}_5 b = \mathbb{Z}_{22}, \quad b^1 \mathbb{Z}_6 b = \mathbb{Z}_5, \quad b^1 \mathbb{Z}_7 b = \mathbb{Z}_{32}, \quad b^1 \mathbb{Z}_8 b = \mathbb{Z}_{23}, \]
we conclude the proof of the theorem.

We therefore have also obtained the following result (the permutation invariant \( Z_2 \) remains to be decided).

**Corollary 4.4.** Of the 28 modular invariants from the quantum double of the Haagerup \((5 + \sqrt{13})/2\) subfactor, 7 are sufferable and 20 are insufferable.

Also, since every sufferable modular invariant is nimble \([10, 7]\), we automatically have the following.

**Corollary 4.5.** The modular invariants \( \{Z_1, Z_3, Z_7, Z_{22}, Z_{33}, Z_{23}, Z_{32}\} \) are nimble.

<table>
<thead>
<tr>
<th></th>
<th>( Z_1 )</th>
<th>( Z_2 )</th>
<th>( Z_{22} )</th>
<th>( Z_{33} )</th>
<th>( Z_{23} )</th>
<th>( Z_{32} )</th>
<th>( Z_5 )</th>
<th>( Z_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_1 )</td>
<td>( Z_1 )</td>
<td>( Z_2 )</td>
<td>( Z_{22} )</td>
<td>( Z_{33} )</td>
<td>( Z_{23} )</td>
<td>( Z_5 )</td>
<td>( Z_7 )</td>
<td></td>
</tr>
<tr>
<td>( Z_2 )</td>
<td>( Z_2 )</td>
<td>( Z_1 )</td>
<td>( Z_{32} )</td>
<td>( Z_{23} )</td>
<td>( Z_{22} )</td>
<td>( Z_{33} )</td>
<td>( Z_7 )</td>
<td>( Z_5 )</td>
</tr>
<tr>
<td>( Z_{22} )</td>
<td>( Z_{22} )</td>
<td>( Z_{23} )</td>
<td>( 6Z_{22} )</td>
<td>( 2Z_{23} )</td>
<td>( 2Z_{22} )</td>
<td>( 2Z_{33} )</td>
<td>( 2Z_{23} )</td>
<td></td>
</tr>
<tr>
<td>( Z_{33} )</td>
<td>( 2Z_{32} )</td>
<td>( 6Z_{33} )</td>
<td>( 6Z_{32} )</td>
<td>( 2Z_{33} )</td>
<td>( 2Z_{23} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_{23} )</td>
<td>( 6Z_{22} )</td>
<td>( Z_{22} )</td>
<td>( 2Z_{22} )</td>
<td>( 2Z_{32} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_{32} )</td>
<td>( Z_{32} )</td>
<td>( Z_{33} )</td>
<td>( 2Z_{32} )</td>
<td>( 2Z_{32} )</td>
<td>( 2Z_{23} )</td>
<td>( 2Z_{33} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_5 )</td>
<td>( 2Z_{22} )</td>
<td>( 2Z_{23} )</td>
<td>( Z_{22} )</td>
<td>( Z_{23} )</td>
<td>( 2Z_{5} )</td>
<td>( 2Z_{7} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_7 )</td>
<td>( 2Z_{23} )</td>
<td>( 2Z_{23} )</td>
<td>( 2Z_{22} )</td>
<td>( 2Z_{33} )</td>
<td>( 2Z_{23} )</td>
<td>( 2Z_{7} )</td>
<td>( 2Z_{5} )</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Fusion \( Z_a Z_b^* \) of modular invariants.

We have chosen the indices of the sufferable modular invariants of the exotic model so that the map that sends every sufferable modular invariant in the exotic modular data \( Z_i \rightarrow Z_j \) in the quantum \( S_3 \) double model \([16]\) is an injective fusion algebra homomorphism.

### 4.3.6. Full systems of sufferable exotic modular invariants.

**Cases \( Z_{22}, Z_{33}, Z_{23} \) and \( Z_{32} \).** The full systems for \( Z_{33}, Z_{23} \) and \( Z_{32} \) can be obtained from the one arising from \( Z_{22} \) by permuting sectors. For \( Z = Z_{22} \), the global indices of \( M \overline{\mathcal{X}}^k_M \) and \( M \overline{\mathcal{X}}^0_M \) are as follows:

\[ \omega_\pm = \frac{\omega}{\sum d_1 Z_0} = \frac{6}{\omega} = 3(1 + d^2), \quad \omega_0 = \omega_\pm^2 / \omega = 1. \]

Using
\[ \langle a_{\mu}^+, a_{\nu}^- \rangle = \sum_{\nu} N_{a_{\mu}}^\nu (\nu, a_0) = \sum_{\nu} N_{a_{\mu}}^\nu |Z_{22}\rangle_\nu_0, \]
and similarly for \( a_-^\pm \), noting that \( Z_{22} \) is symmetric, we get the following irreducible decomposition for \( a_\pm^\pm \) with the obvious notations: \( [a_1^\pm] = [a_0] \oplus [a_1^{(1)\pm}] \oplus [a_1^{(2)\pm}] \oplus [a_1^{(3)\pm}] \),
\( [a_2^\pm] = 2[a_0] \oplus [a_1^{(1)\pm}] \oplus [a_1^{(2)\pm}] \oplus [a_1^{(3)\pm}] \),
\( [a_3^\pm] = [a_1^{(1)\pm}] \oplus [a_1^{(2)\pm}] \oplus [a_1^{(3)\pm}] \),
and \( [a_4^\pm] = [a_3^{(1)\pm}] \oplus [a_3^{(2)\pm}] \oplus [a_3^{(3)\pm}] \).
(\alpha_1^+). Hence \( \mathcal{M}_M^{\pm} = \{a_0, a_{1}^{(1)\pm}, a_{1}^{(2)\pm}, a_{3}^{(1)\pm}, a_{3}^{(2)\pm}\} \) and \( \mathcal{M}_M^{\pm} = \mathcal{M}_M^{\pm_{+}} \times \mathcal{M}_M^{\pm_{-}} \). Note that the full system of \( Z_{22} \) decomposes into 6 copies of \( \mathcal{M}_M^{\pm_{+}} \) according to \( Z_{22}^2 = 6Z_{22} \), cf. [16].

**Cases \( Z_S \) and \( Z_T \).** We have already computed in the proof of Lemma 4.2 the neutral \( \mathcal{M}_M^{\pm_{+}} \) and the chiral systems \( \mathcal{M}_M^{\pm_{-}} \) for the modular invariant \( Z_S \). Since \( \langle \alpha_6^+ a_6^+, a_6^+ a_6^- \rangle = 9 \) and the dimension of \( a_6^+ a_6^- \) with any other irreducible sector in \( \mathcal{M}_M^{\pm_{+}} \) is null, we conclude that \( \{\alpha_6^+ a_6^-\} = 3\{x\}, \{x\} \oplus 2\{x_2\}, \{x_1\} \oplus \{x_2\} \oplus \{x_3\} \oplus \{x_4\} \oplus \{x_5\} \oplus \{2|x_6|\} \) or \( \{x_1\} \oplus \cdots \oplus \{x_9\} \). However, since \( Z_S \) is sufferable and we must have \( \#_M \mathcal{M}_M = \text{Tr}(ZZ^t) = 20 \) irreducible \( M-M \) sectors, we conclude that \( \alpha_6^+ a_6^- \) decomposes into 9 further irreducible sectors henceforth denoted by \( \langle \alpha_6^+ a_6^- \rangle^i \) with \( i = 1, \cdots, 9 \), because we must have 20 irreducible \( M-M \) sectors. Note that when computing the fusion graph of \( \alpha_6^+ \) we have

\[
\langle \alpha_6^+ a_6^+, a_6^+ a_6^- \rangle = \sum_{\xi:\eta} N^\xi_6 N_6^\eta N_0^0 [Z_3]_{\eta,\xi} = 81.
\]

Consequently, the fusion algebra \( \Sigma(\mathcal{M}_M^{\pm_{+}}) \) is in this case not easily computable as we do not know how to decompose \( \{\alpha_6^+ a_6^-\}^i \) into irreducible \( M-M \) sectors. However, the full system decomposes into two sheets, according to \( Z_2^2 = 2Z_5 \), with 10 elements each.

For the local realisation \( N \subset M \) of \( Z_5 \), with \( \theta = \lambda_0 \oplus \lambda_1 \), we obtain the canonical sector \( [\gamma] = \{a_6\} \oplus \{\alpha_6^+ a_6^- \}^i \) by using [11, Corollary 3.19] and choosing one irreducible \( M-M \) sector from the decomposition of \( a_6^+ a_6^- \).
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