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In this paper we analyze a class of equations of the form \( y''(x) = -g(x) x^p (y(x))^q \) where \( p \) and \( q \) are real parameters satisfying \( p > -1, q < -1 \) and \( g \) is a positive and continuous function on \([0, 1]\).
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We search for positive solutions which satisfy the boundary conditions
\[ y'(0) = y(1) = 0. \]

Numerical approximations of the solution are obtained by means of a finite difference scheme and the asymptotic expansion of the discretization error is deduced. Some numerical examples are analyzed.

1. Introduction

In the present paper we consider boundary-value problems for a generalized Emden-Fowler equation of the form

\[ y''(x) = -g(x) x^p y(x)^q, \quad 0 < x < 1, \quad (1) \]

where \( p \) and \( q \) are known real constants and \( g \) is continuous and positive on \([0, 1]\). We shall look for positive solutions of this equation on the interval \([0, 1]\), which satisfy certain boundary conditions.

A problem of this type was analysed in [1], with \( p = 1, q < 0 \) and \( g(x) = -1/q \). This problem arises in non-newtonian fluid mechanics. The solution of the considered problem has a singularity at \( x = 1 \) which results from the fact that \( q \) is negative and the solution must satisfy

\[ \lim_{x \to 1^-} y(x) = 0. \quad (2) \]

The asymptotic behavior of the solutions to this problem near the singularity was analyzed in detail and it was shown that there exists an uniparametric family of solutions of the considered equation which satisfy the required boundary condition at the singularity. The asymptotic expansion of this family was then used to approximate the solutions near the singularities. In this way, we can replace the singular boundary condition at \( x = 1 \) by a non-singular one at a certain point \( x = 1 - \delta \). Then we can approximate numerically the solutions of the considered family, using standard numerical methods for initial-value problems and, by the shooting method, we can find the specific solution which satisfies the boundary condition at \( x = 0 \), which in this case has the form

\[ \lim_{x \to 0^+} y'(x) = 0. \quad (3) \]

A different approach for the same problem was developed in [3] and [4]. In these papers, the nonlinear problem is first reduced to a sequence of linear ones, by means of monotone iterative procedures, using a method proposed by Mooney (see [7] and [8]). Then the linear problems are approximated by means of finite difference schemes. In the cited papers, the convergence
of the iterative methods was analysed and the asymptotic behavior of the solutions near the singularity was described.

In [5] the considered approach was generalized for a wider class of problems. It was shown that the considered methods can be applied not only to the case \( p = 1 \), but also for other values of \( p \), such that \( p > -1 \).

The main purpose of the present paper is to provide a detailed error analysis for the considered methods, in the case where \( q < 0 \), when the solution is singular at \( x = 1 \) or at both end points. We derive asymptotic error expansions which are valid for a large range of values of \( p \) and \( q \) in the case of boundary conditions (2), (3). We show that these error expansions agree with the previous numerical experiments and use them as a basis for applying extrapolation methods such as the \( E \)-algorithm.

In section 2, we review the results obtained in [3] and [5] on upper and lower solutions for the considered problem. In section 3, we define the iterative methods and analyze the asymptotic behavior of the iterates near the singularities. In section 4, we obtain the asymptotic error expansions, using a method similar to the one which was used in [2]. In section 5 some numerical examples are presented. Finally, in section 6 we present the main conclusions of this work.

## 2. LOWER AND UPPER SOLUTIONS

As defined in previous papers (see for instance [3] and [5]), a lower solution (respect. upper solution) of BVP (1)-(2)-(3) is a function \( \tilde{y}(x) \in C^2([0,1]) \cap C([0,1]) \) that satisfies the set of conditions

\[
\begin{align*}
\tilde{y}''(x) + g(x)x^p(\tilde{y}(x))^q & \geq 0 \quad (\text{respect. } \leq 0) \\
\tilde{y}'(0) & \geq 0 \quad (\text{respect. } \leq 0) ; \quad \tilde{y}(1) = 0 .
\end{align*}
\]  

We are interested in upper and lower solutions which satisfy (1), and whose asymptotic behavior near the singularity is close to the one of the exact solution.

In order to fit the above conditions, we shall look for upper and lower solutions of the form

\[
\tilde{y}(x) = C \left(1 - x^{p+1}\right)^\gamma ,
\]  

where \( C \) and \( \gamma \) are adjustable parameters.

By setting

\[
\gamma = \frac{2}{1 - q} ,
\]  

we assure that \( \tilde{y}(x) \) is asymptotically equivalent to \( ky(x) \) when \( x \to 1 \), where \( k \) is a positive constant.

Defining \( \gamma \) as above, by some basic computations, it is possible to find positive constants \( C_m \) and \( C_M \), such that, if \( C \leq C_m \) (respect. \( \geq C_M \)), then \( \tilde{y}(x) \) is a lower solution (respect. upper solution).

With the purpose of simplifying the notation, we shall denote by \( y_l(x) \) (respect. by \( y_u(x) \)) a lower solution (respect. upper solution).

The values of \( C_m \) and \( C_M \) may be resumed in the following table

\[
\begin{array}{c|c|c}
C_m & y_l & \sqrt{2m} \\
\hline
C_m = \left(\frac{\gamma(p+2)\omega_1}{2m}\right)^{\frac{1}{2}} & y_l = \left(\frac{\gamma(p+2)\omega_2}{2m}\right)^{\frac{1}{2}} & \text{if } 0 < \gamma < \frac{1}{p+2} \\
C_m = \left(\frac{\gamma(p+2)\omega_2}{2m}\right)^{\frac{1}{2}} & y_u = \left(\frac{\gamma(p+2)\omega_1}{2m}\right)^{\frac{1}{2}} & \text{if } \frac{1}{p+2} \leq \gamma < 1 \\
\end{array}
\]  

\[\text{Table 2.1 - Bounds for the coefficient C of (2). Here } \omega_1 = (1 - \gamma)(p+2), \omega_2 = p + 1, g_m = \min_{x \in [0,1]} g(x), g_M = \max_{x \in [0,1]} g(x).\]
A remarkable particular case arises when \( g_m = g_M = \text{const} = a \) and \( \gamma = \frac{1}{p+2} \), that is, when \( 2p + q = -3 \). In this case, we note that \( C_m = C_M \), meaning that the lower and upper solution of the problem coincide and give the exact solution:

\[
y(x) = \left( \frac{a}{p+1} \right)^{\frac{1}{2}} (1 - x^{p+2})^{\gamma}.
\]

In particular, if we set \( p = 1 \) and \( q = -5 \) we get the solution mentioned in [1].

Many theoretical results about nonlinear boundary-value problems for second order equations are applicable to the considered problem. For example, according to Theorem 7.5 of [9] we can assure that this problem has a unique solution, for all the considered values of the parameters.

3. Iterative Methods and Asymptotic Behavior of the Solutions

3.1. Monotone Iterative Schemes. As it was pointed out in [3] and [4], the nonlinear problem (1)-(2)-(3) may be transformed into a sequence of linear ones, using two monotone iterative schemes, based either on the Picard or the Newton methods. Since both mentioned methods converge to the exact solution, for \( k \) sufficiently large, the asymptotic behavior of \( y_k \), near the singularity will be similar to the asymptotic behavior of \( y \); in this paper, for the asymptotic analysis we shall consider the Picard iterative scheme, which in the case (1)-(2)-(3) has the form

\[
L y_{k+1}(x) = y_{k+1}''(x) + qg(x) x^p (y_l(x))^{q-1} y_{k+1}(x) = g(x) x^p y_k(x) (q (y_l(x))^{q-1} - (y_k(x))^{q-1}) ,
\]

\[
y_{k+1}(0) = y_{k+1}(1) = 0 \ , \ 0 < x < 1 \ , \ k = 0, 1, \ldots.
\]

and \( y_l(x) \) is a lower solution of the form (2), with \( C = C_m \), where \( C_m \) is defined as in Table 2.1.

As it was is shown in [3], if we take as \( y_0 \) a lower solution, the iterative scheme (1) converges upwards to the exact solution.

3.2. Asymptotic Behavior of the Picard Iterates. For the error analysis that we shall present in the next section we need some results about the asymptotic behavior of the Picard iterates. These results are obtained in the same way as it was done in [6], and therefore we shall not go here into details. First we shall analyse the homogeneous equation, associated to (1):

\[
y''(x) + b(x) y(x) = 0, \ 0 < x < 1,
\]

where

\[
b(x) = q(C_m)^{q-1} g(x) x^p (1 - x^{p+2})^{-2}.
\]

For all the considered values of \( p \) and \( q \), equation (2) has a regular singularity at \( x = 1 \). For \( p < 0 \), the equation has an irregular singularity at \( x = 0 \), but if \( p = -m/n \) this irregular singularity may be transformed into a regular one by means of the transformation \( x = t^{1/n} \). In both cases, the roots of the indicial equation associated to (2) can be computed. Let \( \rho_1 \) and \( \rho_2 \) be the roots of the indicial equation as \( x \to 1 \), then we have \( \rho_1 + \rho_2 = 1 \), \( \rho_1 < 0 \), \( \rho_2 > 1 \). Using these roots we can express two independent solutions of (2) in the form of series and analyse their behavior. This analysis leads us to the following lemma.

**Lemma 1.** Let us consider equation (2), where \( q < -1 \), \( p > -1 \) and \( g(x) \) are such that the roots of the indicial equation do not differ by an integer not an integer; if \( p < 0 \), let \( p \) be rational.

Then, there exists an unique solution \( \alpha \) of (2), such that

\[
\lim_{x \to 0^+} \alpha(x) = 1 \ ; \ \lim_{x \to 0^+} \alpha'(x) = 0.
\]
and an unique solution $\beta$ which satisfies
\[ \lim_{x \to 1^-} (1 - x)^{-\rho_2} \beta(x) = 1 \quad ; \]
\[ \lim_{x \to 1^-} (1 - x)^{-\rho_0} \alpha(x) = \alpha_0 \quad ; \]
\[ \lim_{x \to 0^+} \beta(x) = \beta_0 , \]
where $\alpha_0$ and $\beta_0$ are positive finite numbers.

These solutions are independent and such that
\[ \lim_{x \to 0^+} \alpha(x) = \alpha_0 \quad ; \]
\[ \lim_{x \to 0^+} \beta(x) = \beta_0 , \]
where $\alpha_0$ and $\beta_0$ are positive finite numbers.

Now the classical method of the Green function enables us to express the Picard iterate $y_{k+1}$, which is the solution of (1), in terms of the preceding iterate $y_k$ and the functions $\alpha, \beta$, described in Lemma 1. According to this method we can write
\[ y_{k+1}(x) = \int_0^1 G(x; s) f_k(s) ds = \frac{\beta(x)}{\alpha(1)} \int_0^x \alpha(s) f_k(s) ds + \frac{\alpha(x)}{\alpha(1)} \int_x^1 \beta(s) f_k(s) ds , \]
where
\[ f_k(x) = g(x) x^p y_k(x) \left[ q(C_m)^{q-1} (1 - x^{p+2})^{-2} - (y_k(x))^{q-1} \right] , \]
Knowing the asymptotic behavior of $y_0(x)$, which is a lower solution, formula (8) and Lemma 1 enable us to obtain the asymptotic properties of the iterates $y_k, k = 1, 2, \ldots$. These properties are described by the following theorem.

**Theorem 1.** Let us consider the sequence of problems (1) with boundary conditions $y'_{k+1}(0) = y_{k+1}(1) = 0$, and $p > -1$.

If $y_0(x)$ is a lower solution of the form (2), then there exist constants $y_{k+1,0}$ and $\bar{y}_{k+1,0}$ such that
\[ y_{k+1}(x) = y_{k+1,0} + O(x^{p+2}) , \quad k = 0, 1, \ldots, \text{as} \quad x \to 0^+ , \]
and
\[ y_{k+1}(x) = \bar{y}_{k+1,0} (1 - x)^\gamma + t_{k+1}(x) , \quad k = 0, 1, \ldots, \text{as} \quad x \to 1^- , \]
where $\gamma = \frac{2}{1 - q}$ and $t_{k+1}(x) = O((1 - x)^{1+1})$.

Moreover, if $\gamma + 1 < \rho_2$, where $\rho_2$ is the greatest root of the indicial equation at $x = 1$, we have $t_{k+1}(x) = O((1 - x)^{1+1})$.

4. Discretization Methods and Asymptotic Error Expansions

Let $\varphi = \{x_i = i h\}_{i=0}^{N}$ be an uniform grid, with $h = 1/N$, and $y_{k+1}(x; h) : \varphi \to \mathbb{R}_0^+$ the discrete function which results from evaluating $y_{k+1}$ at $\varphi$.

In order to discretize equations (1), we shall substitute the derivative $y''_{k+1}(x)$ by the corresponding second-order central difference
\[ \delta^2 y_{k+1}(x_i; h) = \frac{1}{h^2} (y_{k+1}(x_{i+1}; h) - 2y_{k+1}(x_i; h) + y_{k+1}(x_{i-1}; h)) , \quad i = 1, \ldots, N - 1. \]

Therefore, for each $k$, we shall solve a linear system of difference-equations of the form
\[ L^h \bar{y}_{k+1} = \delta^2 \bar{y}_{k+1}(x_i; h) + b(x_i) \bar{y}_{k+1}(x_i; h) = \bar{f}_k(x_i; h) , \]
where
\[ \bar{f}_k(x_i; h) = \phi(x_i) \bar{y}_k(x_i; h) \left( q(C_m)^{q-1} (1 - x_i^{p+2})^{-2} - (\bar{y}_k(x_i; h))^{q-1} \right) , \quad i = 1, \ldots, N - 1 , \]
in order to find the unknown vector $(\bar{y}_{k+1}(x_i; h))_{i=0}^{N}$ which approximates each continuous function $y_{k+1}(x), k = 0, 1, \ldots$. 
The full system must include two equations that are the discrete analogs of the boundary conditions

\[
\begin{align*}
\tilde{y}_{k+1}(0; h) &= \tilde{y}_{k+1}(h; h) \\
\tilde{y}_{k+1}(1; h) &= 0, \quad k = 0, 1, 2, \ldots
\end{align*}
\] (4)

Let us define, for each iterate \( \tilde{y}_{k+1}(x; h) \), the discretization error

\[
\varepsilon_{k+1}(x; h) = \tilde{y}_{k+1}(x; h) - y_{k+1}(x),
\] (5)

for \( x \in [0, 1], h > 0 \).

We shall first consider \( k = 0 \). As in [6], we shall derive the asymptotic expansion of \( \theta_1(x; h) \) as \( h \to 0 \).

If \( \varepsilon_1(x; h) \) is the consistency error of the finite-differences scheme, for the first iterate \( y_1(x; h) \), defined as

\[
\varepsilon_1(x; h) = \delta^2 y_1(x; h) - y_1''(x),
\] (6)

then we have

\[
L_h \theta_1(x; h) = -\varepsilon_1(x; h).
\] (7)

In order to obtain an asymptotic expansion of \( \theta_1(x; h) \) we shall use the same method as in [6]. The outline of this method is the following. Since \( \theta_1(x; h) \) is a solution of the difference equation (7) and \( L^h \) is an approximation of the linear differential operator \( L \), we look for \( \theta_1(x; h) \) in the form

\[
\theta_1(x; h) = \mu_1(h) \alpha(x) + \mu_2(h) \beta(x) + \theta_{1p}(x; h)
\] (8)

where \( \alpha \) and \( \beta \) are the functions referred in Lemma 1 (solutions of the homogeneous equation), \( \theta_{1p} \) is a particular solution of (7), \( \mu_1 \) and \( \mu_2 \) are certain functions of \( h \).

From the asymptotic properties of \( y_1 \), described by theorem 1, certain conditions follow that \( \theta_1(x; h) \) must satisfy. In particular, making \( x = h \) in (8) and considering the boundary condition \( y_1'(0) = 0 \), we obtain

\[
\mu_1(h) \alpha(h) + \mu_2(h) \beta(h) + \theta_{1p}(h; h) = \overline{B}_0 h^{p+1} + o(h^{p+1});
\] (9)

making \( x = 1 - h \) and considering the boundary condition at \( x = 1 \), we have

\[
\mu_1(h) \alpha(1-h) + \mu_2(h) \beta(1-h) + \theta_{1p}(1-h; h) = \overline{C}_0 h^\gamma + O(h^{\gamma+1}).
\] (10)

On the other hand, a particular solution \( \theta_{1p}(x; h) \) of (7) may be computed in the form

\[
\theta_{1p}(x; h) = \sum_{i=1}^{m-1} \omega_{2i}(x) h^{2i} + O(h^{2m}),
\]

where the \( \omega_{2i} \) coefficients are the solutions of certain boundary value problems. By analysing these coefficients we may conclude that \( \theta_{1p} \) satisfies the conditions

\[
\theta_{1p}(h; h) = \overline{B}_0 h^{p+1} + o(h^{p+1}), \quad \text{as} \quad h \to 0
\] (11)

\[
\theta_1(1-h; h) = \theta_{1p}(1-h; h) + O(h^{\gamma+1}).
\] (12)

From the results of the previous section, it follows that, for some constant \( \alpha_1 \), we have \( \alpha(1-h) = \alpha_1 h^\rho(1+o(1)), \) as \( h \to 0 \), where \( \rho_1 \) is the least root of the indicial equation, associated to (2). Hence, from (10) we may conclude that

\[
\mu_1(h) = \mu_{1,0} h^{\gamma-n} + o(h^{\gamma-n}).
\] (13)

In the same way, using (9) and (11) we may conclude that

\[
\mu_2(h) = \mu_{2,0} h^{p+1} + o(h^{p+1}).
\] (14)

Finally, if we substitute (13) and (14) into (8), we obtain the desired expression of \( \theta_1(x; h) : \)
\[
\theta_1(x; h) = \tilde{\theta}_1 h^{m_1} + o(h^{m_1}),
\]

where
\[
m_1 = \min(\gamma - \rho_1, p + 1).\]

In order to derive analogous asymptotic error expansions for iterates \(k = 2, 3, \ldots\), we may follow a similar procedure as in [6].

Omitting further details, we would conclude that, when \(m_1 \leq 1\), the order of the main term of the discretization error remains the same as in the first iterate. In the cases where \(m_1 > 1\), the convergence order of the successive iterates will be 1.

In the next section, this conclusion is confirmed by the numerical examples.

5. NUMERICAL RESULTS

With the help of a MATHEMATICA code, a wide range of numerical tests were performed for a large range of values of \(p\) and \(q\) (for the same value of \(p\) several values of \(q\) were studied). Our purpose is to compare the theoretical convergence order estimates with the experimental ones.

We focused our attention on the cases \(g(x) = 1\) and \(g(x) = e^x\).

In the iterative process (2) we have chosen 4 different stepsizes \(h_1 = \frac{1}{100}\); \(h_{i+1} = \frac{h_i}{2}, i = 1, 2, 3\), in order to evaluate two different estimates of the convergence order of scheme (2)-(4). One of the estimates being a local one, \(e_k (x_j)\), computed at a fixed point \(x_j\) \((j \in \{1, \ldots, N - 1\})\), and the other, \(r_k\) being a global estimate, in terms of error norms.

For each iterate \(k = 1, 2, \ldots\), these estimates are defined as
\[
e_k (x_j) = \log_2 \left| \frac{y_k (x_j; h_3) - y_k (x_j; h_4)}{y_k (x_j; h_4) - y_k (x_j; h_3)} \right|
\]

and
\[
r_k = \log_2 \max_{j=1, \ldots, N-1} \frac{\max_{j=1, \ldots, N-1} |y_k (x_j; h_3) - y_k (x_j; h_2)|}{\max_{j=1, \ldots, N-1} |y_k (x_j; h_4) - y_k (x_j; h_3)|}.
\]

Tables 5.1, 5.2 (where \(g(x) = 1\)) and 5.3, 5.4 (where \(g(x) = e^x\)) confirm that, for all fixed values of \(p \geq 0\) and for several values of \(q\), there exist no significant discrepancies between the theoretical orders of convergence deduced in the previous section and its estimates given by formulae (1) and (2).

The main term of the asymptotic error expansion remains the same even if the condition \(\gamma + 1 < \rho_2\) is not satisfied.

However, for \(p < 0\) and when \(q\) decreases, the experimental estimates of the convergence order become significantly higher than its expected value.

An explanation for this fact is that, for a fixed negative \(p\), the solution \(y(x)\) of (1) satisfies
\[\lim_{x \to 0^+} y(x) = 1, \quad \lim_{q \to -\infty} y(0)^q = 0.\]

Therefore, since \(y''(x) = g(x)x^p y(x)^q\), the effect of the singularity at \(x = 0\), due to \(x^p\), is in some sense smoothened, and the result is an increasing of the experimental order of convergence.

In all examples concerning the case \(g(x) = 1\), for a fixed value of \(p\) we have chosen some values of \(q\) such that \(q \neq -2p - 3\) (we have not considered here the cases where the exact solution is known). The results obtained in the case \(g(x) = e^x\) show that, when \(p < 0\) the form of \(p\) does not affect the convergence order (as it could be expected from the theoretical values).

However, when \(p < 0\), we obtain for \(g(x) = e^x\) a higher convergence order than for \(g(x) = 1\), if the same values of \(p\) and \(q\) are considered.
Tables 5.1, 5.2 - Compared values of the estimates of the convergence order, \( e_1 \) (at \( x = 0.5 \)) and \( r_1 \), and the theoretical convergence order, for some values of \( p \), when \( g(x) = 1 \).

<table>
<thead>
<tr>
<th>( p )</th>
<th>( e_1(0.50) )</th>
<th>( r_1 )</th>
<th>( m_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-0.7)</td>
<td>0.3658</td>
<td>0.3617</td>
<td>0.3000</td>
</tr>
<tr>
<td>(-1.1)</td>
<td>0.3824</td>
<td>0.3700</td>
<td>0.3000</td>
</tr>
<tr>
<td>(-1.5)</td>
<td>0.4202</td>
<td>0.3912</td>
<td>0.3000</td>
</tr>
<tr>
<td>(-2.0)</td>
<td>0.4565</td>
<td>0.4067</td>
<td>0.3000</td>
</tr>
<tr>
<td>(-2.5)</td>
<td>0.4906</td>
<td>0.4177</td>
<td>0.3000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( p )</th>
<th>( e_1(0.50) )</th>
<th>( r_1 )</th>
<th>( m_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2.0)</td>
<td>1.4104</td>
<td>1.2220</td>
<td>1.3724</td>
</tr>
<tr>
<td>(-1.5)</td>
<td>1.2986</td>
<td>1.1433</td>
<td>1.2847</td>
</tr>
<tr>
<td>(-2.0)</td>
<td>1.1075</td>
<td>0.9947</td>
<td>1.1042</td>
</tr>
<tr>
<td>(-6.0)</td>
<td>1.0274</td>
<td>0.9291</td>
<td>1.0250</td>
</tr>
<tr>
<td>(-8.0)</td>
<td>1.0023</td>
<td>0.9092</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Tables 5.3, 5.4 - Compared values of the order of convergence, \( e_1 \) (at \( x = 0.5 \)) and \( r_1 \), and the theoretical convergence order, for some values of \( p \). Here \( g(x) = e^x \).

For each \( h_i \) \((i = 1, 2, 3, 4)\) the iterative process (2) was stopped at the iterate \( k^*_i \) that satisfies

\[
\left( \sum_{j=1}^{N} \left| y_{k^*_i} (x_j; h_i) - y_{k^*_i} (x_j; h_i) \right|^2 \right)^{\frac{1}{2}} \leq 10^{-7},
\]

6. CONCLUSIONS

In this paper we have dealt with a class of singular boundary value problems for second order nonlinear ordinary differential equations. We have analyzed the dependence of the solution on two real parameters \( p \) and \( q \), and also on a certain regular function \( g \). The theoretical analysis of the problem was based on its reduction to a monotone sequence of linear problems by means of the Picard method. Then we have obtained series expansions of the Picard iterates near the singularities at the endpoints. This approach enabled us to obtain information about the asymptotic behavior of the solution, which agrees with the results obtained in [1], for a particular case. For the numerical approximation of the linear problems we have applied the finite difference method. Then using the same technique as in [6], we have analyzed the discretization error of this method and obtained formulas for the convergence order. As it could be expected, this order depends on \( p \) and \( q \) and is closely related to the asymptotic behavior of the solution near the singularities. The lowest convergence order was obtained in the cases where \( p \) is negative (in this case, we have shown that the convergence order is \( p + 1 \)). When \( p > 0 \), the convergence order is not less than 1 and depends strongly on \( q \). These results were obtained theoretically and then confirmed by numerical experiments. As it was pointed out in
the convergence of the finite-difference methods for singular boundary value problems may be significantly improved by introducing an adequate variable substitution. In some cases, this method provides more accurate results than the ones obtained in the present paper. However, the considered method of variable substitution is not applicable to all the considered cases, for example, it does not work when $p < 0$. In such cases, the best way to obtain an accurate approximation is to apply the finite difference method to the original equation and improve the convergence by means of extrapolation, as proposed in [6].
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