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1 COEFFICIENTS and PROJECTIONS

∗ U is an arbitrary domain in C and Π the upper half
plane

∗ L2(U, dA) - the Lebesgue measure space of square in-
tegrable functions with respect to the area measure

in U

∗ POLY and ANTI-POLY-BERGMAN SPACES

A2
n(U),

∼

A2
n(U) - the subspaces of L2(U, dA) respec-

tively defined by n-differentiable functions verifying

∂nf

∂zn = 0,
∂nf

∂zn
= 0, n ∈ N,

where the operators ∂/∂z and ∂/∂z are defined in
the usuall way by

∂/∂z =
1

2
(

∂

∂x
+ i

∂

∂y
), ∂/∂z =

1

2
(

∂

∂x
− i

∂

∂y
).

∗ Using Dzhuraev results on multiconected bounded do-

mains with smooth boundary we have

sup
z∈K

|f(z)| ≤ CK ‖f‖ , f ∈ A2
n(U)∪

∼

A2
n(U), K a compact subset.

∗ A2
n(U) and

∼

A2
n(U) are functional Hilbert spaces .

∗ Using Riez Representation Theorem we define Poly-
Bergman kernel and anti-poly-Bergman ker-
nel of order n or reproducing kernels for A2

n(U) and
∼

A2
n(U)

KU,n(z, w) = kU,n,z(w)

K̃U,n(z, w) = k̃U,n,z(w)
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∗ POLY and ANTI-POLY-BERGMAN PROJECTIONS
BU,n and B̃U,n, n ∈ N are respectively defined to

be the orthogonal projections of L2(U, dA) onto its

closed subspaces A2
n(U) and

∼

A2
n(U). In the case n =

1, i.e. the case of Bergman and anti-Bergman pro-
jections, notation will be abbreviated for BU and B̃U

respectively.

∗ COEFFICIENTS - PC(L) ⊂ L∞ is the class of piece-

wise continuous functions in
.
Π with discontinuities

in the system of curves L. We impose the following
conditions on L

(L1) for each z ∈ Π ∩ L there exist numbers rz > 0
and nz ∈ N such that every disk D(z, r) of radius
r ∈ (0, rz) centered at z is divided by L into nz

domains with z as a common limit point;

(L2) for each z ∈ L∩R there exists a neighborhood Vz

of z such that Vz ∩ L consists of a finite number
of Lyapunov arcs having only the point z in com-

mon and forming at this point pairwise distinct
non-zero angles with R+ less than π;

(L3) if ∞ ∈ L, then there exists a neighborhood V∞

of the point z = ∞ such that the set {−1/ζ : ζ ∈
V∞ ∩L} consists of a finite number of Lyapunov

arcs having only the origin in common and form-
ing at this point pairwise distinct non-zero angles

with R+ less that π.

∗ If B1, ..., Bn are elements in a given C∗-algebra we will

write alg
{
B1, ..., Bn

}
to denote the C∗-algebra gen-

erated by the elements B1, ..., Bn, and, if B1, ..., Bn ∈
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B(L2(U)) and A is a closed C∗-subalgebra of L∞(U),
we will write alg

{
B1, ..., Bn;A

}
to denote the C∗-

algebra generated by the operators B1, ..., Bn, and by
multiplication operators by elements in A. Abbrevi-

ate alg
{
B1, ..., Bn; PC(L)

}
for alg

{
B1, ..., Bn;L

}

We will considerer the C∗-algebras of operators

An,m := alg
{
BΠ,1, ..., BΠ,n, B̃Π,1, ..., B̃Π,m;L

}

2 SOME NECESSARY PROPERTIES OF POLY
AND ANTI-POLY BERGMAN PROJECTIONS

Considerer the bi-dimensional Singular Integral Opera-
tors on L2(U), given by

(SU,2nf)(z) =
(−1)n|n|

π

∫

U

ei2nθ

|w − z|2
f(w)dA(w),

θ = arg(w − z), n ∈ Z.

Denote the operator SU,−2 by SU and SC,2n by S2n, n ∈ Z.

One has

SU,2n = χUS2nχU ,

S2n = F−1
(ξ
ξ

)n
F, n ∈ Z.

∗ If U ⊂ C is a multiconnected domain with smooth
boundary then Dzhuraev obtained

BU,n = I − SU,−2nSU,2n + TU,n

B̃U,n = I − SU,2nSU,−2n + TU,n,
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where TU,n is a compact integral operator, and TU,nf =

TU,nf.

∗ In the case of unit disk one has TD,n = 0.

∗ J. Ramirez and I. Spitkovsky obtained the following

equalities

BΠ,n = I−SΠ,−2nSΠ,2n and B̃Π,n = I−SΠ,2nSΠ,−2n.

∗ ANALYTICAL SHIFT OPERATOR - Given two con-

formally equivalent domains U and V and the ana-
lytic bijection

ϕ : U → V,

then the analytical shift

Wϕ : L2(V ) → L2(U), (Wϕf)(z) = f(ϕ(z))ϕ′(z)

is an unitary operator.

Lemma 1 Suppose that ϕ is a Möbius transform, i.e
ϕ(z) = (az+b)/(cz+d), with ∆ := ad− bc 6= 0, and that

U and V are domains of C such ϕ(U) = V. Thus, with

cn(z) = (
cz + d

cz + d
)n
(∆
∆

)n/2
, n ∈ Z,

one has

WϕSV,2nW
∗
ϕ = cn+1SU,2ncn−1.

�

∗ LIMIT OPERATORS - Consider the dilations dy(w) =

yw (y > 0, w ∈ Π). Given A ∈ B(L2(Π)) such that
the strong limits

A0 := s-lim
y→+0

(Wdy
AW ∗

dy
), A∞ := s-lim

y→+∞
(Wdy

AW ∗
dy

)
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exist, we say that A0 and A∞ are the limit operators
of A (with respect to the family

{
Wdy

}
y>0

as y → 0

and y → ∞, respectively).

A0, A∞ ∈ B(L2(Π))

‖A0‖ ≤ lim inf
y→+0

‖Wdy
AW ∗

dy
‖ = ‖A‖,

‖A∞‖ ≤ lim inf
y→+∞

‖Wdy
AW ∗

dy
‖ = ‖A‖.

Proposition 2.1 (Properties) Suppose A, B, An ∈ B(L2(Π)), n ∈
N, and τ ∈ {0,∞}.

(i) If Aτ , Bτ exist, then for all λ1, λ2 ∈ C, the limit op-
erators (λ1A + λ2B)τ , (AB)τ also exist and (λ1A +

λ2B)τ = λ1Aτ + λ2Bτ , (AB)τ = AτBτ ;

(ii) If An converges uniformly to A and (An)τ exist for

all n ∈ N, then Aτ exists and Aτ = lim
n→∞

(An)τ ;

(iii) if K is a compact operator in L2(Π), then Kτ = 0;

(iv) if a ∈ C(
.
Π) and a(τ) = 0, then (aI)τ = 0.

�

In particular, considering the application

ϕ : Π → D, ϕ(z) =
z − i

z + i
,

that has jacobian given by Jϕ(z) = |ϕ′(z)|2 one has

WϕSD,2nW
∗
ϕ = (−1)ncn+1SΠ,2ncn−1,

WϕS∗
D,2nW

∗
ϕ = (−1)nc−n+1S

∗
Π,2nc−n−1,
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Dzhuraev obtained

SD,−2n = Sn
D, SD,2n = S∗n

D , n ∈ N.

If one multiplies the above equations, on the right by
Wϕ and on the left by W ∗

ϕ, one gets

c−n+1SΠ,−2nc−n−1 = (SΠc−2)
n, cn+1SΠ,2ncn−1 = (c2S

∗
Π)n.

Calculate the limite operators of both sides of the last

equalities to obtain

SΠ,−2n = (u−n+1SΠ,−2nu−n−1)0 = (SΠu−2)
n
0 = Sn

Π,

SΠ,2n = (un+1SΠ,2nun−1)0 = (u2S
∗
Π)n

0 = S∗n
Π ,

and thus

BΠ,n = I − Sn
ΠS∗n

Π ,

B̃Π,n = I − S∗n
Π Sn

Π.

∗ From Vasilevski work we have the decomposition

L2(Π) =

( ∞⊕
k=0

A2
(k)(Π)

) ⊕ ( ∞⊕
k=0

Ã2
(k)(Π)

)
.

∗ In particular
BΠ,nB̃Π,n = 0.

By the above we easily get

Proposition 2

∗ The operators

Sk
Π : A2

(j)(Π) → A2
(j+k)(Π)

Sk
Π : Ã2

(j+k)(Π) → Ã2
(j)(Π)

are unitary.

7



∗ L2(Π) =

( ∞⊕
k=0

Sk
Π

(
A2(Π)

)) ⊕ ( ∞⊕
k=0

(
S∗

Π

)k(
Ã2(Π)

))
.

�

3 LOCALIZATION

From relations with Singular Integral Operators one has:

Proposition 3 For any function a ∈ C(
.
Π), the commu-

tators aBΠ,n − BΠ,naI and aB̃Π,n − B̃Π,naI are compact
on the space L2(Π).

�

∗ K the ideal of compact operators on L2(Π)

∗ An,m contains all compact operators

∗ Aπ
n,m := An,m/K

Theorem 3.1 [Allan/Douglas] Let A be a unital C∗-
algebra satisfying the conditions mentioned above.

(i) If a ∈ A, then a is invertible in A if and only if for
every x ∈ M(Z) the coset ax := πx(a) is invertible

in Ax.

(ii) For every a ∈ A, the function

M(Z) → R+, x 7→ ‖ax‖

is upper semi-continuous. If a ∈ A and the coset
ax0

∈ Ax0
is invertible in Ax0

for some x0 ∈ M(Z),
then the cosets ax are invertible in Ax for all x in a

neighborhood of x0.
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(iii) For every a ∈ A,

‖a‖ = max
x∈M(Z)

‖ax‖.

�

∗ Zπ :=
{
cI + K : c ∈ C(

.
Π)
}
⊂ Aπ

n,m

∗ The ideal generated by the cosets of functions in

C(
.
Π) and vanishing at z is given by

Jπ
z =

{
(cA)π : c ∈ C(

.
Π), c(z) = 0, A ∈ An,m

}
.

∗ Aπ
n,m,z := Aπ

n,m/Jπ
z

∗ Aπ = A + K, A ∈ Aπ
n,m, Aπ z

∼ Bπ if Aπ − Bπ ∈ Jπ
z ,

A, B ∈ An,m, z ∈ M(Zπ) =
.
Π.

Corollary 3.2 An operator A ∈ An,m is Fredholm on

the space L2(Π) if and only if for every z ∈
.
Π the coset

Aπ
z := Aπ +Jπ

z is invertible in the quotient algebra Aπ
n,m,z.

�

∗ The projections BU,n, B̃U,n are integral operators with

kernels respectively given by KU,n(z, w) and K̃U,n(z, w).
So, we have the formulas

(BU,nf)(z) =

∫

U

KU,n(z, w)f(w)dA(w),

(B̃U,nf)(z) =

∫

D

K̃U,n(z, w)f(w)dA(w), f ∈ L2.
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∗ If {en,k}k∈N
and {ẽn,k}k∈N

are respectively Hilbert

bases of A2
n(U) and

∼

A2
n(U) then

KU,n(z, w) =
∞∑

k=0

en,k(z)en,k(w),

K̃U,n(z, w) =

∞∑

k=0

ẽn,k(z)ẽn,k(w),

For fix z, both previous series are uniformly conver-
gent in compact subsets and the same is valid if we

change z by w.

Lemma 3.3 Bπ
Π,n

z
∼ 0 and B̃π

Π,n
z
∼ 0, z ∈ Π.

�

From the last lemma we easily achieve:

Proposition 4 We have the following assertions:
i) if z ∈ Π\L then Aπ

n,m,z ≃ C;

ii) if z ∈ Π ∩ L then A
π
n,m,z ≃ C

nz, where nz ∈ N is
given by condition (L1) on L;

iii) if z ∈ ∂Π and there is no curve of L converging to
z then Aπ

n,m,z ≃ Cn+m+1 .

�

In the last proposition it’s useful to considerer true

poly and anti-poly Bergman projections. The true poly
Bergman projections is the orthogonal projection on the
closed subspace of L2 given by

A2
(n)(U) = A2

n(U) ∩ [A2
n−1(U)]⊥, n > 1

A2
(1)(U) = A2

1(U) := A2(U).
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For the case of anti-poly-Bergman we have analogous
definitions. By induction we easily see that

A2
n(U) = ⊕n

k=1A
2
(k)(U), Ã2

n(U) = ⊕n
k=1Ã

2
(k)(U),

and by definition we get

BU,n =
n∑

k=1

BU,(k), B̃U,n =
n∑

k=1

B̃U,(k).

If ones calculate BU,n−BU,n−1 by application of previous
formula we get

BU,(n) = BU,n − BU,n−1, B̃U,(n) = B̃U,n − B̃U,n−1.

4 LOCAL ALGEBRAS AT POINTS OF
.
R ∩L

∗ If ϕ is an analytic bijection of Π onto itself, consider

the C∗-algebra isomorphism

µϕ : B(L2(Π)) → B(L2(Π)), A 7→ WϕAW ∗
ϕ,

∗ Bπ(L2(Π)) is the Calkin algebra B(L2(Π)) + K, and
given A ∈ B(L2(Π)) define Aπ ∈ Bπ := A + K. The

application µϕ is a quotient C∗-algebra isomorphism

µπ
ϕ : Bπ(L2(Π)) → Bπ(L2(Π)), Aπ 7→

(
WϕAW ∗

ϕ

)π
.

∗ An,m,ϕ := µϕ(An,m) is a C∗-algebra

∗ Considerer the bigger C∗-algebra Λ of all operators
of local type in B = B(L2(Π)) and the quotient

Λπ := Λ/K.
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∗ To every point z ∈
.
Π assign the closed two-sided ideal

Ĵπ
z :=

{
(cA)π : c ∈ C(

.
Π), c(z) = 0, A ∈ Λ

}
.

∗ Introduce the quotient C∗-algebras Λπ
z := Λπ/Ĵπ

z .

∗ Suppose ϕ(0) = z, z ∈
.
Π and define the C∗-algebra

Â
π
n,m,ϕ,0 :=

{
Aπ + Ĵπ

0 : A ∈ An,m,ϕ

}

Lemma 4.1 A
π
n,m,z

∼= Â
π
n,m,ϕ,0

�

∗ If one applies above result in case ϕ(w) = w + z, if

z ∈ R and ϕ(w) = −w−1, if z = ∞, we always get
local algebras at the origin.

∗ The behavior of singular integral operator SD after
some class of change of variable, is characterized in

the following result.

∗ A homeomorphism between two domains α : U → V
is called quasiconformal if α has locally integrable

generalized first derivatives satisfying the inequality
∣∣∣∂α

∂z

∣∣∣ ≤ k
∣∣∣∂α

∂z

∣∣∣ where k = const < 1.

We will use the notation

βw :=
∂α

∂z
(w), γw :=

∂α

∂z
(w).

∗ If α is a diffeomorphism of U onto itself we define
the unitary shift operator Ŵα ∈ B(L2(U)) given by

Ŵαf =
∣∣Jα

∣∣1/2
(f ◦ α).
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Analogously one can define the unitary shift opera-
tor Ŵα̂ associated to α̂ a piecewise diffeomorphism

bijection of
.
Π onto itself.

Lemma 4.2 If α̃ is a quasiconformal diffeomorphism of
the closed unit disk D onto itself such that the partial

derivatives satisfy the Hölder condition in D, then the
operators

Ŵα̃SDŴ−1
α̃ −

Jw

β2
w

∞∑

n=1

(
γw

βw

)n−1 (
SD

)n
+

γw

βw
I,

Ŵα̃S∗
DŴ−1

α̃ −
Jw

β2
w

∞∑

n=1

(
γw

βw

)n−1 (
S∗

D

)n
+

γw

βw

I

are compact on the space L2(D).

�

Note that the previous results was obtained jointly

with V.A. Mozel.

For z ∈
.
R ∩L choose a neighborhood Vz ⊂ Π satisfying

(L2), if z ∈ R ∩ L or (L3) if z = ∞. Then Vz \ L =⋃nz

k=1 Ωk where nz − 1 is the number of curves in L with
the endpoint z and Ωk are the connected components of
Vz \ L.

∗ Let Lz, z ∈
.
Π denote the set of rays in

.
Π outgoing

from the origin and being parallel to tangents to the

curves of L at the point z and Π \ Lz =
⋃nz

k=1 Rz
k

where Rz
k are sectors of Π with vertex at the origin
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which correspond to the domains Ωk (the sets Ωk and
Rz

k are numerated counterclockwise).

Lemma 4.3 There exits r0 > 0 and α̂, a piecewise dif-

feomorphism bijection of
.
Π onto itself such that α̂(z, z) =

z for z ∈
.
Π \D+

r0
, α̂|

D+
r0

is a quasiconformal diffeomor-

phism of D+
r0

onto itself whose partial derivatives
∂α̂

∂z
,

∂α̂

∂z
satisfy the Hölder condition in D+

r0
, the Jacobian Jα̂ is

positive and separated from zero, and

α̂(z, z) = z,
∂α̂

∂z
(z, z) = 1,

∂α̂

∂z
(z, z) = 0 for z ∈ R.

For such α̂ one has(
Ŵα̂SΠŴ−1

α̂ − SΠ

)π

∈ Ĵπ
0 ,

(
Ŵα̂S∗

ΠŴ−1
α̂ − S∗

Π

)π

∈ Ĵπ
0 .

If condition (L2) is fulfilled, then the map α̂ can be cho-

sen such that

Rz
k ∩ D+

r0
= α̂(t−z(Ωk) ∩ D+

r0
).

�

∗ Consider the ”linearization” of An,m at z ∈
.
R ∩L

A
z
n,m := alg

{
BΠ,1, ..., BΠ,n, B̃Π,1, ..., B̃Π,m; Lz

}
⊂ B(L2(Π)),

Since Zπ is a central subalgebra of the C∗-algebra

A
z,π
n,m := A

z
n,m/K,

we can define the C∗-subalgebras of Λπ
0

Â
z,π
n,m,0 :=

{
Aπ + Ĵπ

0 : A ∈ A
z
n,m

}
, z ∈ R ∩ L,

Â
∞,π
n,m,∞ :=

{
Aπ + Ĵπ

∞ : A ∈ A
∞
n,m

}
.
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Proposition 4.4
I) Aπ

n,m,z
∼= Â

z,π
n,m,0 by an *-isomorphism given by

νπ
z (Bπ

Π,j + Jπ
z ) = Bπ

Π,j + Ĵπ
0 , j = 1, ..., n

νπ
z (B̃π

Π,j + Jπ
z ) = B̃π

Π,j + Ĵπ
0 , j = 1, ..., m

νπ
z ((aI)π + Jπ

z ) = (azI)π + Ĵπ
0 , a ∈ PC(L)

where

az =

nz∑

k=1

ckχRz
k
, ck = lim

ζ→z, ζ∈Dk

a(ζ) (k = 1, 2, . . . , nz).

II) A
π
n,m,∞

∼= Â
∞,π
n,m,∞ by an *-isomorphism given by

νπ
n,m,∞(Bπ

Π,j + Jπ
∞) = Bπ

Π,j + Ĵπ
∞, j = 1, ..., n,

νπ
n,m,∞(B̃π

Π,j + Jπ
∞) = B̃π

Π,j + Ĵπ
∞, j = 1, ..., m,

νπ
n,m,∞((aI)π + Jπ

∞) = (a∞I)π + Ĵπ
∞,

where

a∞ =

n∞∑

k=1

ckχR∞

k
, ck = lim

ζ→∞, ζ∈Ωk

a(ζ) (k = 1, 2, . . . , n∞).

�

∗ Introduce the operator C∗-algebras

On,m,ω = alg
{
BΠ,1, ..., BΠ,n, B̃Π,1, ..., B̃Π,m, χR1

I . . . χRn
I
}

where

ω = (ω1, . . . , ωn−1), ωk = eiθk, 0 < θ1 < . . . < θn−1

and the sectors Rk are defined by

{reiθ : θk−1 < θ < θk}, θ0 = 0, θn = π.
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∗ Because operators in On,m,ω are of homogeneous type
and by means of limit operators we prove that the

applications, in case z ∈ R ∩ L, given by

Ψ0 : On,m,ω → Â
z,π
n,m,0, A 7→ Aπ + Ĵπ

0 ,

and if ∞ ∈ L,

Ψ∞ : On,m,ω → Â
∞,π
n,m,∞, A 7→ Aπ + Ĵπ

∞.

are *-isomorphisms. So, we have:

Theorem 4.5 If z ∈
.
R ∩L, then the C∗-algebra Aπ

n,m,z

is isomorphic to the C∗-algebra On,m,ω,with n = nz and
Rk = Rz

k (k = 1, . . . , n).

�

Observe that the previous result could be obtained by
already old arguments of Simonenko and Chin Min, on

local type homogeneous operators and applied to ours
results of local replacement of curves by tangent lines.

5 SYMBOL CALCULUS FOR An,m

∗ For z ∈ R∪{∞} we have

A
π
n,m,z

∼= alg
{
BΠ,1, ..., BΠ,n, B̃Π,1, ..., B̃Π,m, χR1

I . . . χRk
I
}

where Rl (l = 1, . . . , k) are sectors between k − 1

rays in Π outgoing from the origin.

∗ H∞ denote the C∗-algebra of essentially bounded ho-
mogeneous functions on R2.
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∗ By Dzhuraev formulas On,m,ω is the C∗-subalgebra
of B(L2(R2)) generated by the two-dimensional sin-

gular integral operator S and by the operators of
multiplication by functions in H∞. Since ξ/ξ ∈ H∞

thus On,m,ω is a closed *-subalgebra of

R :=
{
a(x)I , F−1b(ξ)F : a, b ∈ H∞

}

∗ Let T be the unit circle and Ω be the C∗-algebra of
bounded norm-continuous operator-valued functions

U : R → B(L2(T)), λ 7→ U(λ) ∈ Ωλ,

with the norm ‖U‖ = sup
λ∈R

‖U(λ)‖.

∗ For u ∈ C∞(T) and λ ∈ C such that Im λ > 0 and
λ 6= ik, k = 1, 2, . . ., define

(E(λ)u)(τ) = γ(λ)

∫

T

(−τ ·ω+i0)−iλ−1u(ω)dω, τ ∈ T,

where dω is the length measure on T,

γ(λ) =
1

2π
Γ(1 + iλ) eπ(i−λ)/2

and the expression (t ± i0)µ for t ∈ R and µ ∈ C is

defined by:

(t ± i0)µ = lim
y→0+

(t ± iy)µ.

For Im λ ≤ 0 the integral in E(λ) is understood in

the sense of analytic continuation, since for every
u ∈ C∞(T) the function λ 7→ E(λ)u(t) admits an-

alytic continuation in the complex plane minus the
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poles λ = ik (k = 1, 2, . . .) of the Γ-function. Using
Plamenevski decomposition

F = (M−1 ⊗ I)(V ⊗ I)(I ⊗λ E(λ))(M ⊗ I),

and the relations

(M ⊗ I)(a(x)I)(M−1 ⊗ I) = I ⊗ a(t)I,

(M ⊗ I)(F−1b(ξ)F )(M−1 ⊗ I) = I ⊗λ (E(λ)−1b(w)E(λ)),

its possible to construct an *-isomorphism between
the C∗-algebra R and a C∗-subalgebra of Ω. The
isomorphism is given on the generators of R by

a(x)I 7→ (a(t)I)λ∈R,

F−1b(ξ)F 7→ (E(λ)−1b(w)E(λ))λ∈R.

So we have the relations

(M ⊗ I)BΠ,j(M
−1 ⊗ I) = I ⊗λ Bj(λ),

(M ⊗ I)B̃Π,j(M
−1 ⊗ I) = I ⊗λ B̃j(λ)

where the operators Bj(λ), B̃j(λ) ∈ B(L2(T)), j ∈ N
+

are given by

Bj(λ) = χ+

(
I − E(λ)−1

(w
w

)j
E(λ)χ+E(λ)−1

(w
w

)j
E(λ)

)
χ+I,

B̃j(λ) = χ+

(
I − E(λ)−1

(w
w

)j
E(λ)χ+E(λ)−1

(w
w

)j
E(λ)

)
χ+I,

and χ+ is the characteristic function of the upper half-

circle T+.
Further, the sectors Rl of the partition of Π by the

rays γ1, . . . , γk−1 outgoing from the origin have the form

Rl =
{
z ∈ Π : θl−1 < arg z < θl

}
, l = 1, . . . , k,

where θ0 = 0 < θ1 < . . . < θk−1 < θk = π.
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Theorem 5.1 The C∗-algebra On,m,ω is isomorphic to
the C∗-subalgebra of A generated by the norm-continuous

operator functions

λ 7→ Bi(λ), λ 7→ B̃j(λ), λ 7→ χlI

where

i = 1, . . . , n; j = 1, . . . , m; l = 1, . . . , k.

�

Next aim is to study the C∗−algebra A(λ) defined by

alg
{
Bi(λ), B̃j(λ), χRl

I : i = 1, ..., n; j = 1, ..., m; l = 1, . . . , k
}
.

The following result on algebras generated by orthog-
onal projections with relations will do to our purposes.

Note that the same result is valid if one substitute the
one-dimensional projection Pk by arbitrary finite dimen-

sional ones.

Theorem 5 Let H be a Hilbert space and
Qi, Pl(i = 1, ..., η1 , l = 1, ..., η2) be projections in B(H)
verifying the conditions:

(i) QiQj = δijQi (i, j = 1, ...η1);

(ii)
∑η1

i=1 Qi = I;

(iii) Pl (l = 1, ..., η2) are one-dimensional projections ;

(iv) PkPl = δklPk.

(v) ∩η2

l=1(ImPl)
⊥ ∩ ImQi 6= {0} , i = 1, ..., η1;

(vi) if v1, ..., vη2
are norm one generators of ImP1, ..., ImPη2

respectively, then the vectors Qiv1, ..., Qivη2
are lin-

early independent for every i = 1, ..., η1.
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Let A be the C∗-subalgebra of B(H) generated by the
projections Qi (i = 1, ..., η1) and Pl (l = 1, ..., η2), let S =

diag {Si}
η1

i=1, where Si are invertible matrices in C
η2×η2

that transform the system

νi = {Qiv1, ..., Qivη2
}

of linearly independent vectors in H into orthonormal
systems, and let S be the C∗-subalgebra of Cη1η2×η1η2 gen-

erated by the matrices

Q̃i = diag {δi,jIη2
}η1

j=1 and SP̃lS
−1 (i = 1, ..., η1; l = 1, ..., η2),

where

P̃l =
(
diag {δl,j}

η2

j=1 Es,i

)η1

s,i=1
, l = 1, ..., η2,

and

Es,i =




〈Qiv1, Qiv1〉 〈Qiv2, Qiv1〉 ... 〈Qivη2
, Qiv1〉

〈Qiv1, Qiv2〉 〈Qiv2, Qiv2〉 ... 〈Qivη2
, Qiv2〉

...
... . . . ...

〈Qiv1, Qivη2
〉 〈Qiv2, Qivη2

〉 ... 〈Qivη2
, Qivη2

〉


 ∈ C

η2×η2.

Then the map σ, defined on generators of A by

Qi 7→ (δi,1 ⊕ δi,2 ⊕ ... ⊕ δi,η1
) ⊕ Q̃i (i = 1, ..., η1),

Pl 7→ (0 ⊕ 0 ⊕ ... ⊕ 0) ⊕ SP̃lS
−1 (l = 1, ..., η2),

extends to a C∗-algebra isomorphism of the C∗-algebra A
onto the C∗-algebra Cη1 ⊕ S

�

Lemma 5.2 Let z ∈ Π. For the functions

fm(z) =
(z − i)m

(z + i)m+2
(m = 0, 1, 2, . . .)
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and every k = 1, 2, . . ., we have the formulas

(Sk
Πfm)(z) =

(−1)k

(k − 1)!

∂k−1

∂wk−1

[
(w − z)k−1(w − i)m

(w + i)m+2

]∣∣∣∣
w=z

+

(−1)k

(m + 1)!

(z − i)m

(z + i)m+2

∂m+1

∂wm+1

[
wk−1(1 − w)2

(
w −

z − i

z − i

)m
]∣∣∣∣

w= z+i
z+i

.

where z ∈ Π. In particular, for m = 0,

(Sk
Πf0)(z) =

(−1)k

(z + i)2

[
(k + 1)

(z + i

z + i

)k

− k
(z + i

z + i

)k−1
]
.

�

Proposition 5.3 ImB(k)(λ) and Im B̃(k)(λ) are one-dimensional
with norm one generators respectively given by

gλ,k = Sk−1
Π (λ)gλ,1 and g̃λ,k = (S∗

Π)k−1(λ)g̃λ,1.

Also

gλ,k(t) = (−1)k−1G(λ) tiλ−1F (1 − k, 1 − iλ; 1; 1 − t−2),

g̃λ,k(t) = (−1)k−1G(−λ) t−iλ+1F (1 − k, 1 + iλ; 1; 1 − t2),

where t ∈ T+,

G(λ) =





( 2λ

1 − e−2πλ

)1/2

if λ ∈ R \ {0},

π−1/2 if λ = 0,

and F (−m, b; c; z) is the (2, 1)-hypergeometric function
given for m = 0, 1, 2, . . . and b, c, z ∈ C by

F (−m, b; c; z) =

m∑

n=0

(−m)n(b)n

(c)nn!
zn.
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with
(a)n = a(a + 1) . . . (a + n + 1)

�

Theorem 5.4 If z ∈
.
R ∩L is a common endpoint of nz−

1 arcs of L, then the local C∗-algebra Aπ
n,m,z is isomorphic

to a C∗-subalgebra Ck⊕Cz of Ck⊕Cb(R, Ck(n+m)×k(n+m)),
where k = nz. The isomorphism is given by

BΠ,(j) 7→
(
0, . . . , 0

)
⊕
(
λ 7→ Mn,m(λ, j)

)
, j = 1, 2, . . . , n,

B̃Π,(l) 7→
(
0, . . . , 0

)
⊕
(
λ 7→ M̃n,m(λ, l)

)
, l = 1, 2, . . . , m,

aI 7→
(
a1(z), . . . , ak(z)

)
⊕
(
λ 7→ diag

{
aj(z)I(n+m)

}k

j=1

)
,

where al(z) (l = 1, 2, . . . , k) is the limit of the function
a ∈ PC(L) at the point z in the sector Rl, and the matrix

functions Mn,m(·, j), M̃n,m(·, l) ∈ Cb

(
R, C[k(n+m)]z,[k(n+m)]z

)

are defined by the mentioned above theorem on algebras
generated by orthogonal projections.

�

Theorem 5.5 The C∗-algebra

A
π
n,m = alg

{
BΠ,(1), . . . , BΠ,(n), B̃Π,(1), . . . , B̃Π,(m); L

}

is isomorphic to the C∗-subalgebra Φ(An,m) of the C∗-
algebra

ΦAn,m
:=

(
⊕

z∈
.
Π

C
nz

)
⊕

(
⊕

z∈
.
R\L

C
n+m

)
⊕

(
⊕

z∈
.
R∩L

Cz

)
,
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and the isomorphism Φ : A
π
n,m → Φ(Aπ

n,m) is given by

Φ(Bπ
Π,(j)) :=

(
⊕

z∈
.
Π

(
0, . . . , 0

)
)

⊕

(
⊕

z∈
.
R\L

ẽj

)

⊕

(
⊕

z∈
.
R∩L

(
λ 7→ Mn,m(λ, j)

))
,

Φ(B̃π
Π,(l)) :=

(
⊕

z∈
.
Π

(
0, . . . , 0

)
)

⊕

(
⊕

z∈
.
R\L

ẽn+l

)

⊕

(
⊕

z∈
.
R∩L

(
λ 7→ M̃n,m(λ, l)

))
,

Φ((aI)π) :=

(
⊕

z∈
.
Π

(
a1(z), . . . , anz

(z)
)
)

⊕

(
⊕

z∈
.
R\L

(
a(z), a(z)

)
)

⊕

(
⊕

z∈
.
R∩L

(
λ 7→ diag

{
aj(z)In+m

}nz

j=1

))
,

where ẽk = (0, . . . , 0, 1, 0, . . . , 0) ∈ Cn+m with the unit at
the k-entry, k = 1, 2, . . . , n + m, Cz is the C∗-subalgebra

of Cb

(
R, Cnz(n+m)×nz(n+m)

)
determined in theorem C∗-algebras

generated by orthogonal projections with relations, nz is

the number of connected components Dk of the set (Vz ∩
Π) \L for a sufficiently small neighborhood Vz of a point

z ∈
.
Π, and

aj(z) := lim
ζ→z, ζ∈Dj

a(ζ) (j = 1, 2, . . . , nz).

An operator A ∈ An,m is Fredholm on the space L2(Π) if
and only if its symbol Φ(A) is invertible in the C∗-algebra
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ΦAn,m
, that is, if for the corresponding block (j, j)-entries

we have

(
[Φ(A)](z)

)
j
6= 0 for all z ∈

.
Π and all j = 1, 2, . . . , nz;(

[Φ(A)](z)
)
j
6= 0 for all z ∈

.
R \L and all j = 1, 2;

det
(
[Φ(A)](z)

)
(λ) 6= 0 for all z ∈

.
R ∩L and all λ ∈ R.

�

If one consider only Bergman and anti-Bergman pro-

jections we obtain simpler matrices. Define

αl
11(λ) = 〈χlgλ, χlgλ〉 , αl

12(λ) = 〈χlgλ, χlg̃λ〉 ,

αl
21(λ) = αl

12(λ), αl
22(λ) = 〈χlg̃λ, χlg̃λ〉 .

Theorem 5.6 M(·), M̃(·) ∈ C(R, C2n×2n) and

αl
11(λ) =

e−2λθl − e−2λθl−1

e−2λπ − 1
, αl

12(λ) =
λ

sinh(πλ)

e−2iθl − e−2iθl−1

−2i
,

αl
21(λ) =

λ

sinh(πλ)

e2iθl − e2iθl−1

2i
, αl

22(λ) =
e2λθl − e2λθl−1

e2λπ − 1
,

with λ ∈ R \ 0. For λ = 0,

αl
11(0) =

θl − θl−1

π
, αl

12(0) =
e−2iθl − e−2iθl−1

−2πi
,

αl
21(0) =

e2iθl − e2iθl−1

2πi
, αl

22(0) =
θl − θl−1

π
.
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[
M(λ)

]
s,j

=

{ √
αl

11(λ)αr
11(λ) ,j = 2l − 1, s = 2r − 1,

0 , otherwise

[
M̃(λ)

]
s,j

=





αl
12(λ)αr

12(λ)/
√

αl
11(λ)αr

11(λ) , j = 2l − 1, s = 2r − 1,
(
αl

12(λ)/
√

αl
11(λ)

)
‖f2r(λ)‖ , j = 2l − 1, s = 2r,

(
αr

12(λ)/
√

αr
11(λ)

)
‖f2l(λ)‖ , j = 2l, s = 2r − 1,

‖f2l(λ)‖ ‖f2r(λ)‖ , j = 2l, s = 2r,

�

6 Isomorphism with analog C∗-algebra of unit
disk case

Considerer the special case of Bergman and anti-Bergman
projection.

Theorem 6.1 Consider the application

ϕ : Π → D, ϕ(z) =
z − i

z + i
.

Thus

alg
{
BD, B̃D; L

}
/K ∼= alg

{
BΠ, B̃Π; ϕ−1(L)

}
/K,

by a C∗-algebra isomorphism acting on generators by the
rule

Bπ
D 7→ Bπ

Π, B̃π
D 7→ B̃π

Π, and (aI)π 7→
(
(a ◦ ϕ)I

)π

�
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