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#### Abstract

We present the classification of quadratic forms over the rationals and then describe a partial classification of quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, when 4 Xm.


## Contents

1 Quadratic Forms ..... 2
2 Quadratic forms over $\mathbb{Q}$ ..... 6
3 Quadratic forms over $\mathbb{Z} / m \mathbb{Z}$ ..... 12
$3.1 \mathbb{Z} / p^{k} \mathbb{Z}, p \neq 2$ ..... 12
$3.2 \mathbb{Z} / 2 \mathbb{Z}$. ..... 14
$3.3 \mathbb{Z} / m \mathbb{Z}$, with $4 \times m$ ..... 20

## Introduction

The study of quadratic forms dates back many centuries and is a very important part of Number Theory and Algebra, with applications to other parts of Mathematics, such as Topology.

The theory of quadratic forms is a very vast one and in this article we mention only a very small part of it. In the first section we introduce quadratic forms and their associated bilinear forms and state some general results. The second section is dedicated to the classification of quadratic forms over the rationals (following [1] pp. $19-45]$ ) and in the third section we focus on quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, obtaining a classification of suitably regular quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, when $4 \Lambda m$. Presumably, the full classification is already well understood, but we are not aware of a reference for these results.

We assume some previous knowledge on the part of the reader, the most important being basic linear algebra. We also assume some knowledge of basic abstract algebra, such as the concepts of a ring, a module, and a group and some of their properties, as well as some important facts about finite fields (for finite fields see, for example, [1, p.1-6]). In number theory, we assume knowledge of some important properties of the rings $\mathbb{Z} / m \mathbb{Z}$, quadratic reciprocity and familiarity with the fields $\mathbb{Q}_{p}$ of $p$-adic numbers (for quadratic reciprocity and the $p$-adic fields see, for example, [1] pp.6-18]).
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## 1 Quadratic Forms

In this section, we introduce quadratic forms, as well as some of their general properties.

Definition 1.1. If $M$ is a module over a commutative ring $R$, then a quadratic form on $M$ is a function $q: M \rightarrow R$ such that:

1. $q(r m)=r^{2} q(m)$, for $r \in R$ and $m \in M$.
2. The function $\beta(x, y)=q(x+y)-q(x)-q(y)$ is bilinear.

The pair $(M, q)$ is called a quadratic module and $\beta$ is called the associated bilinear form of $q$.

We often refer to the module $M$ as a quadratic module, leaving the quadratic form implicit. In the following, we assume that $M$ is a free $R$-module of finite dimension. The dimension of $M$ is called the rank of the quadratic form.

Definition 1.2. If $(M, q)$ and $\left(M^{\prime}, q^{\prime}\right)$ are quadratic modules, then a linear map $f: M \rightarrow M^{\prime}$ is called a morphism of quadratic modules (or a metric morphism) if $f \circ q=q^{\prime}$.

We say that the two quadratic modules are equivalent (and write $(M, q) \sim$ $\left.\left(M^{\prime}, q^{\prime}\right)\right)$ if there is a metric isomorphism (i.e. a bijective metric morphism) $(M, q) \rightarrow\left(M^{\prime}, q^{\prime}\right)$. If $M=M^{\prime}$, we abreviate this as $q \sim q^{\prime}$.

Lemma 1.3. Let $(M, q)$ be a quadratic module with basis $\left\{e_{1}, \cdots, e_{n}\right\}$ and let $x \in M$. Writing $x=\sum_{i} x_{i} e_{i}$, we have

$$
q(x)=\sum_{i=1}^{n} \sum_{j>i} x_{i} x_{j} \beta\left(e_{i}, e_{j}\right)+\sum_{i=1}^{n} x_{i}^{2} q\left(e_{i}\right) .
$$

Therefore $q(x)=x^{t} Q x$ where $Q$ is a matrix with entries

$$
q_{i j}=\left\{\begin{array}{ll}
\beta\left(e_{i}, e_{j}\right) & \text { if } i<j \\
q\left(e_{i}\right) & \text { if } i=j \\
0 & \text { otherwise }
\end{array} .\right.
$$

Proof. The proof of the first statement will be done by induction on the number $m$ of nonzero $x_{i}$. When $m=1$, the statement is clearly true. Now

$$
\begin{gathered}
q\left(x_{1} e_{1}+\cdots+x_{m} e_{m}\right)= \\
x_{1}^{2} q\left(e_{1}\right)+q\left(x_{2} e_{2}+\cdots+x_{m} e_{m}\right)+\beta\left(x_{1} e_{1}, x_{2} e_{2}+\cdots+x_{m} e_{m}\right)= \\
x_{1}^{2} q\left(e_{1}\right)+q\left(x_{2} e_{2}+\cdots+x_{m} e_{m}\right)+\sum_{j=2}^{m} x_{1} x_{j} \beta\left(e_{1}, e_{j}\right)
\end{gathered}
$$

By the induction hypothesis, we have

$$
q\left(x_{2} e_{2}+\cdots+x_{m} e_{m}\right)=\sum_{i=2}^{m} \sum_{j>i} x_{i} x_{j} \beta\left(e_{i}, e_{j}\right)+\sum_{i=2}^{m} x_{i}^{2} q\left(e_{i}\right)
$$

and therefore

$$
q(x)=\sum_{i=1}^{m} \sum_{j>i} x_{i} x_{j} \beta\left(e_{i}, e_{j}\right)+\sum_{i=1}^{m} x_{i}^{2} q\left(e_{i}\right),
$$

as claimed.
The second statement clearly follows from the first.

The previous Lemma shows that, given a basis of $M$, a quadratic form corresponds to a homogeneous polynomial of degree 2 with coefficients in $R$. For this reason we also say that a quadratic form of rank $n$ is a quadratic form is $n$ variables. We often identify a quadratic form with the polynomial to which it corresponds in some basis.

Fixing the module $M$, an isomorphism of quadratic forms over $M$ is just a linear change of basis of $M$ taking one form to the other, which translates to a linear invertible change of variables in the polynomial.

In the case where 2 is invertible in $R$, we can define

$$
x . y=\frac{1}{2} \beta(x, y) .
$$

This is a symmetric bilinear form and we have

$$
x . x=\frac{1}{2}(q(x+x)-q(x)-q(x))=q(x) .
$$

Conversely, given a symmetric bilinear form $(x, y) \mapsto x . y$, we define $q(x)=x . x$ and this is a quadratic form, therefore we see that in this case the study of quadratic forms is essentially the same as the study of symmetric bilinear forms.

Lemma 1.4. Let $(M, q)$ be a quadratic module over a ring $R$, with basis $\mathcal{B}=$ $\left\{e_{1}, \cdots, e_{n}\right\}$ and suppose that 2 is invertible in $R$. Then, for any $x \in M$, writing $x=\sum_{i} x_{i} e_{i}$, we have

$$
q(x)=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} e_{i} \cdot e_{j} .
$$

Therefore $q(x)=x^{t} B x$ where $B$ is a matrix with entries $q_{i j}=e_{i} . e_{j}$.

Proof. Follows immediately from the previous Lemma.

Definition 1.5. Let $q$ be a quadratic form on a module $M$ over a ring $R$ and $\mathcal{B}$ a basis of $M$. If $2 \in R^{\times}$then the matrix representation of $q$ in the basis $\mathcal{B}$ is the matrix $B$ of Lemma 1.4 When $2 \notin R^{\times}$, the matrix representation of $q$ in the basis $\mathcal{B}$ is the matrix $Q$ of Lemma 1.3 .

We often identify a quadratic form with its matrix representation in some basis. Note that if $A$ is the matrix representation of $q$ in the basis $\mathcal{B}$ and $X$ is the column vector whose entries are the coordinates of $x$ in the basis $\mathcal{B}$, then $q(x)=X^{t} A X$. For simplicity, we write $q(x)=x^{t} A x$.

Suppose $q \sim p$ are quadratic forms on a module $M$ over $R$ and $\phi$ is an isomorphism, $q(x)=p(\phi(x))$. Suppose we fix a basis $\mathcal{B}$, let $Q$ and $P$ be the matrix representations of $q$ and $p$ with respect to this basis and let $T$ be the matrix representation of $\phi$ in this basis. Then

$$
x^{t} Q x=(T x)^{t} P(T x)=x^{t}\left(T^{t} P T\right) x
$$

If $2 \in R^{\times}$, this implies $Q=T^{t} P T$ (because $Q$ and $T^{t} P T$ are symmetric) and thus we have proved the following result:

Proposition 1.6. Suppose $p, q$ are quadratic forms over a ring $R$ with $2 \in R^{\times}$ and $p \sim q$. Then, if $P, Q$ are the matrix representations of $p, q$ with respect to $a$ fixed basis, we have $Q=T^{t} P T$, for some invertible matrix $T$.

This does not always hold when $2 \notin R^{\times}$. For example, the quadratic forms $x^{2}+y^{2}$ and $x^{2}$ are equivalent over $\mathbb{F}_{2}$ (as we will see later on), but there is no invertible matrix $T$ such that

$$
T^{t}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) T=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

because the left side is invertible whereas the right side is not.
We have seen that symmetric bilinear forms are closely related to quadratic forms, especially, but not only, in characteristic $\neq 2$. For this reason, we now focus on symmetric bylinear forms, stating some relevant facts whose proof can be found in [2, pp.1-7].

Definition 1.7. Given a symmetric bilinear form $\beta: M \times M \rightarrow R$, we call $(M, \beta)$ a bilinear form space.

We say that two bilinear form spaces $(M, \beta)$ and $\left(M^{\prime}, \beta^{\prime}\right)$ are isomorphic if there is a linear bijection $f: M \rightarrow M^{\prime}$ such that $\beta^{\prime}(f(x), f(y))=\beta(x, y)$.

Definition 1.8. Picking a basis $\left(e_{i}\right)_{i}$ of $M$ over $R$, we define the matrix representation $B$ of $\beta$ in this basis by $b_{i j}=\beta\left(e_{i}, e_{j}\right)$. If this matrix is invertible, we say that $\beta$ is nondegenerate, and it is not hard to see that this does not depend on the choice of basis.

When $\beta$ is nondegenerate we say that it is an inner product and call $(M, \beta)$ an inner product space.

We now mention the relation between the matrix representation $Q$ of a quadratic form and the matrix representation $B$ of its associated bilinear form
$\beta$. When $2 \in R^{\times}$, we have $Q=\frac{1}{2} B$. When $2 \notin R^{\times}$, we have $q_{i j}=b_{i j}$ for $i<j$, $q_{i j}=0$ for $i>j$ and $b_{i i}=2 a_{i i}$, therefore in general we can not find the diagonal of $Q$ just by looking at $B$.

If $\beta$ and $\beta^{\prime}$ are bilinear forms with matrix representations $B$ and $B^{\prime}$, respectively, then the bilinear form spaces $(M, \beta)$ and $\left(M^{\prime}, \beta^{\prime}\right)$ are isomorphic if and only if there is an invertible matrix $A$ such that $B^{\prime}=A B A^{t}$. Taking determinants, we get $\operatorname{det}\left(B^{\prime}\right)=\operatorname{det}(A)^{2} \operatorname{det}(B)$, so we see that the determinant of the matrix associated to a symmetric bilinear form is invariant under isomorphism, up to a product by an element in $\left(R^{\times}\right)^{2}$. The form is nondegenerate if and only if $\operatorname{det}(B) \in R^{\times}$.

Definition 1.9. Let $\beta$ be a nondegenerate symmetric bilinear form. We define its discriminant as the element of $R^{\times} /\left(R^{\times}\right)^{2}$ determined by the determinant of any associated matrix.

Given a submodule $N$ of $M$, we define it's orthogonal submodule by

$$
N^{\perp}=\{x \in M: \beta(x, y)=0, \forall y \in N\} .
$$

Definition 1.10. Given two bilinear form modules $(M, \alpha)$ and $(N, \beta)$ we define their orthogonal sum as the bilinear form module $(M \oplus N, \alpha \oplus \beta)$, where

$$
\alpha \oplus \beta(x, y)=\alpha(x)+\beta(y) .
$$

An orthogonal basis of a bilinear form space $(M, \beta)$ is a basis $\left(e_{i}\right)_{i}$ of $M$ over $R$, such that $\beta\left(e_{i}, e_{j}\right)=\delta_{i j}$.

Theorem 1.11. ([2, p.6, Corollary 3.4])
If $R$ is a local ring where 2 is a unit and $(M, \beta)$ is an inner product space over $R$, then $(M, \beta)$ has an orthogonal basis.

We say that a bilinear form $\beta$ is symplectic if $\beta(x, x)=0$ for all $x \in M$. An inner product space $(M, \beta)$ where $\beta$ is symplectic is called a symplectic inner product space.

Theorem 1.12. ([2, p.7, Corollary 3.5])
If $R$ is a local ring and $(M, \beta)$ is a symplectic inner product space over $R$, then it has a symplectic basis (i.e. a basis such that the matrix associated to $\beta$ has the form $\left(\begin{array}{cc}0 & I \\ -I & 0\end{array}\right)$ ).

Definition 1.13. The radical of a quadratic module $(V, q)$ is

$$
V^{\perp}=\{x \in V: \beta(x, y)=0, \forall y \in V\}
$$

where $\beta$ is the associated bilinear form.
We say that a quadratic form is nondegenerate if its associated symmetric bilinear form is nondegenerate, or equivalently if $V^{\perp}=0$.

Definition 1.14. If $2 \in R^{\times}$and $q$ is a quadratic form over $R$, we define its discriminant as the discriminant of the symmetric bilinear form $\frac{1}{2} \beta$, where $\beta$ is the associated symmetric bilinear form. We denote it by $d(q)$ or $d$.

Specializing to the case where $R=k$ is a field of characteristic $\neq 2$, the previous facts about symmetric bilinear forms tell us that any quadratic form over $k$ can be diagonalized, meaning that there is a basis $\left(e_{i}\right)_{i}$ of $M$ such that its matrix representation is diagonal. This means that we can always find a change of coordinates such that the polynomial corresponding to the quadratic form becomes $a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$ for some $a_{i} \in k$. A useful and easily proved fact is that multiplying any of the $a_{i}$ by a square will produce an equivalent quadratic form.

One important aspect of the theory of quadratic forms is representability:
Definition 1.15. A quadratic form $q$ on a module $M$ over a commutative ring $R$ represents an element $r \in R$ if there is an $m \in M \backslash\{0\}$ such that $q(m)=r$.

It is clear that if $q$ represents $r$, then $q$ represents $a^{2} r$ for any $a \in R^{\times}$, because if $q(x)=r$ then $q(a x)=a^{2} q(x)=a^{2} r$.

Translating to polynomials, asking whether a quadratic form $q$ over $R$ represents some $r \in R$ is the same as asking if an equation of the form $\sum_{i, j} a_{i j} x_{i} x_{j}=r$ with $a_{i j} \in R$ has any solutions $x_{i} \in R$.

We now state some useful results about quadratic forms over fields of characteristic $\neq 2$.

Definition 1.16. If $q$ and $q^{\prime}$ are quadratic forms on vector spaces $V$ and $V^{\prime}$ over the same field $k$, we denote by $q \oplus q^{\prime}$ the quadratic form on $V \oplus V^{\prime}$ defined by $\left(q \oplus q^{\prime}\right)\left(v, v^{\prime}\right)=q(v)+q^{\prime}\left(v^{\prime}\right)$. Similarly, we denote by $q \ominus q^{\prime}$ the quadratic form on $V \oplus V^{\prime}$ defined by $\left(q \ominus q^{\prime}\right)\left(v, v^{\prime}\right)=q(v)-q^{\prime}\left(v^{\prime}\right)$.

Proposition 1.17. ([1, p.33, Corollary 1])
Let $g$ be a quadratic form in $n$ variables over a field $k$ of characteristic $\neq 2$ and let $a \in k^{\times}$. The following are equivalent:
(i) $g$ represents $a$.
(ii) $g \sim h \oplus a Z^{2}$, where $h$ is a form in $n-1$ variables.
(iii) $g \ominus a Z^{2}$ represents 0 .

Proposition 1.18. ([1, p.34, Theorem 4])
Let $f=g \oplus h$ and $f^{\prime}=g^{\prime} \oplus h^{\prime}$ be nondegenerate quadratic forms over the same field $k$. If $f \sim f^{\prime}$ and $g \sim g^{\prime}$, then $h \sim h^{\prime}$.

## 2 Quadratic forms over $\mathbb{Q}$

In this section we present the classification of quadratic forms over $\mathbb{Q}$. The proofs of all the results can be read in [1 pp.19-45]. We assume that all quadratic forms are nondegenerate.

As a warm-up, we begin with the classification of quadratic forms over $\mathbb{R}$. As seen in the previous section, any quadratic form over $\mathbb{R}$ can be diagonalized, so we assume we have a quadratic form $a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$, with all the $a_{i}$ nonzero. It is clear that we can multiply the $a_{i}$ by nonzero squares without changing the equivalence class of the form and doing so we can turn all the positive $a_{i}$ into $1^{\prime} s$ and all the negative $a_{i}$ into $-1^{\prime} s$, because in $\mathbb{R}$ any positive number is a square. This way we see that any form over $\mathbb{R}$ is equivalent to $x_{1}^{2}+\cdots+x_{r}^{2}-y_{1}^{2}-\cdots-y_{s}^{2}$
for some $r, s \in \mathbb{N}$ and we call $(r, s)$ the signature of the form. It can be seen that the signature is an invariant of the form and therefore we have classifed all quadratic forms over $\mathbb{R}$, the only invariant being the signature.

The case of $\mathbb{Q}$ is much harder, and we can immediately see that the method used for $\mathbb{R}$ fails, because there are many positive rational numbers that are not squares. The fact that it was so easy to do the classification over $\mathbb{R}$, suggests that it might be useful to look at the other completions of $\mathbb{Q}$, namely the $p$ adic fields $\mathbb{Q}_{p}$. It turns out that this works, because we can understand the classification of quadratic forms over the $p$-adic fields and this information is enough to classify the quadratic forms over $\mathbb{Q}$, as will be made precise later.

We now focus on the classification of quadratic forms over the $\mathbb{Q}_{p}$.
Definition 2.1. Take $a, b \in \mathbb{Q}_{v}^{\times}$and consider the equation $z^{2}-a x^{2}-b y^{2}=0$. We define the Hilbert symbol by

$$
(a, b)_{v}= \begin{cases}1 & \text { if the equation has a nontrivial solution in } \mathbb{Q}_{v} \\ -1 & \text { otherwise }\end{cases}
$$

Here $v$ ranges over $V$, the set of primes together with the symbol $\infty$, with the convention $\mathbb{Q}_{\infty}=\mathbb{R}$ and "nontrivial" means $(x, y, z) \neq(0,0,0)$.

In view of Proposition 1.17 it is clear that $(a, b)_{v}=1$ if and only if the quadratic form $a x^{2}+b y^{2}$ represents 1 over $\mathbb{Q}_{v}$. We see from the definition that $(a, b)_{v}=(b, a)_{v}=\left(a, b c^{2}\right)_{v}$ for any $a, b, c \in \mathbb{Q}_{v}^{\times}$.

Definition 2.2. Let $u \in\left(\mathbb{Z}_{2}\right)^{\times}$. We define

$$
\varepsilon(u)=\left\{\begin{array}{ll}
0 & \text { if } u \equiv 1 \quad(\bmod 4) \\
1 & \text { if } u \equiv-1 \quad(\bmod 4)
\end{array} \quad \omega(u)=\left\{\begin{array}{lll}
0 & \text { if } u \equiv \pm 1 \quad(\bmod 8) \\
1 & \text { if } u \equiv \pm 5 & (\bmod 8)
\end{array}\right.\right.
$$

Definition 2.3. We define the Legendre symbol by

$$
\left(\frac{u}{p}\right)=u^{(p-1) / 2} \bmod p= \begin{cases}1 & \text { if } \mathrm{u} \text { is a square } \bmod p \\ -1 & \text { otherwise }\end{cases}
$$

where $p$ is an odd prime and $u \in \mathbb{Z}_{p}^{\times}$.
The following identities (together with quadratic reciprocity) allow for simple computation of the Hilbert symbol:
Proposition 2.4. If $a, b \in \mathbb{R}$, we have $(a, b)_{\infty}=\left\{\begin{array}{ll}1 & \text { if } a>0 \text { or } b>0 \\ -1 & \text { otherwise }\end{array}\right.$. If $a, b \in \mathbb{Q}_{p}$, we write $a=p^{\alpha} u$ and $b=p^{\beta} v$ with $u, v \in \mathbb{Z}_{p}^{\times}$. Then
i) $(a, b)_{p}=(-1)^{\alpha \beta \epsilon(p)}\left(\frac{u}{p}\right)^{\beta}\left(\frac{v}{p}\right)^{\alpha}$, for $p \neq 2$.
ii) $(a, b)_{2}=(-1)^{\varepsilon(u) \varepsilon(v)+\alpha \omega(v)+\beta \omega(u)}$.

Setting $k=\mathbb{Q}_{v}$, the previous identities immediatley imply that

$$
(\cdot, \cdot)_{v}: k^{\times} /\left(k^{\times}\right)^{2} \times k^{\times} /\left(k^{\times}\right)^{2} \rightarrow\{ \pm 1\}
$$

is a symmetric bilinear form on the $\mathbb{F}_{2}$-vector space $k^{\times} /\left(k^{\times}\right)^{2}$. It can also be proved that it is nondegenerate.

Here is another important property of the Hilbert symbol, which is essentially equivalent to quadratic reciprocity:

Theorem 2.5. If $a, b \in \mathbb{Q}^{\times}$, we have $(a, b)_{v}=1$ for all but finitely many $v$ and

$$
\prod_{v}(a, b)_{v}=1
$$

Definition 2.6. We define the Hasse-Witt invariant of a quadratic form $f=$ $a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$ over $\mathbb{Q}_{p}$ by

$$
\epsilon_{v}(f)=\prod_{i<j}\left(a_{i}, a_{j}\right)
$$

When no confusion should arise, we use $\epsilon$ instead of $\epsilon(f)$.
This definition makes sense, because it can be shown that if we pick two different diagonalizations $a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$ and $b_{1} x_{1}^{2}+\cdots+b_{n} x_{n}^{2}$ of a quadratic form, then $\prod_{i<j}\left(a_{i}, a_{j}\right)=\prod_{i<j}\left(b_{i}, b_{j}\right)$. It is also possible to prove that this is in fact an invariant of the quadratic form, meaning that equivalent quadratic forms have the same Hasse-Witt invariant.

We now let $k=\mathbb{Q}_{p}$ for some prime $p$. The following results about representability are the key to obtaining the classification of quadratic forms over the $\mathbb{Q}_{p}$.

Theorem 2.7. A quadratic form $f$ over $k$ represents 0 if and only if its invariants satisfy one of the following conditions:
i) $n=2$ and $d=-1$.
ii) $n=3$ and $(-1,-d)=\epsilon$.
iii) $n=4$ and $d \neq 1$.
iv) $n=4, d=1$ and $\epsilon=(-1,-1)$.
v) $n \geq 5$.
(All the identities are in $k^{\times} /\left(k^{\times}\right)^{2}$.)
Using this theorem and Proposition 1.17 we obtain the following result:
Corollary 2.8. Let $a \in k^{\times}$. A quadratic form $f$ over $k$ represents a if and only if its invariants satisfy one of the following conditions:
i) $n=1$ and $a=d$.
ii) $n=2$ and $(a,-d)_{v}=\epsilon$.
iii) $n=3$ and $a \neq-d$.
iv) $n=3, a=-d$ and $(-1,-d)=\epsilon$.
v) $n \geq 4$.
(All the identities are in $k^{\times} /\left(k^{\times}\right)^{2}$.)
Using the previous results, we can now obtain the classification of quadratic forms over $\mathbb{Q}_{p}$ :

Theorem 2.9. Two quadratic forms $f, g$ over $k=\mathbb{Q}_{p}$ are equivalent if and only if they have the same rank, discriminant and Hasse-Witt invariant.

Proof. We have already mentioned that equivalent forms have the same invariants. For the converse, we use induction on the rank $n$ of $f$ and $g$. The case $n=0$ is obvious. For $n \geq 1$, by the previous theorems on representability and the fact that $f$ and $g$ have the same invariants, we know that $f$ and $g$ represent the same elements of $k$. Therefore, there is some $a \in k^{\times}$that is represented by both $f$ and $g$ (because $f$ and $g$ are nondegenerate, hence not identically zero). By Proposition 1.17, we can write

$$
f \sim a Z^{2} \oplus f^{\prime} \text { and } g \sim a Z^{2} \oplus g^{\prime}
$$

where $f^{\prime}$ and $g^{\prime}$ are forms of rank $n-1$. It is easy to see that $f^{\prime}$ and $g^{\prime}$ have the same invariants, therefore, by the induction hypothesis, $f^{\prime} \sim g^{\prime}$, hence $f \sim g$.

We now go back to the connection between quadratic forms over $\mathbb{Q}_{p}$ and $\mathbb{Q}$, which is the content of the Hasse-Minkowski Theorem:

Theorem 2.10 (Hasse-Minkowski). A quadratic form $f$ over $\mathbb{Q}$ represents 0 if and only if $f_{v}$ represents zero for all $v$, where $f_{v}$ is the form over $\mathbb{Q}_{v}$ obtained from $f$ by looking at its coefficients as elements of $\mathbb{Q}_{v}$.

The following is a simple corollary, using Proposition 1.17 .
Corollary 2.11. A quadratic form over $\mathbb{Q}$ represents $a \in \mathbb{Q}^{\times}$if and only if $f_{v}$ represents a for all $v$.

Once again, a result about representability is the key to proving a result about equivalence of quadratic forms:

Theorem 2.12. Two quadratic forms over $\mathbb{Q}$ are equivalent if and only if they are equivalent over $\mathbb{R}$ and over $\mathbb{Q}_{p}$ for all $p$.

Proof. Equivalence over $\mathbb{Q}$ clearly implies equivalence over the $\mathbb{Q}_{v}$. For the converse, we use induction on the rank $n$ of $f$ and $f^{\prime}$. When $n=0$, there is nothing to prove. When $n \geq 1$, there exists $a \in \mathbb{Q}^{\times}$represented by $f$ and by the previous corollary $f^{\prime}$ also represents $a$. By Proposition 1.17, we have

$$
f \sim a Z^{2} \oplus g \text { and } f^{\prime} \sim a Z^{2} \oplus g^{\prime}
$$

where $g$ and $g^{\prime}$ are forms of rank $n-1$. We have $f \sim f^{\prime}$ over $\mathbb{Q}_{v}$, for all $v$, therefore $g \sim g^{\prime}$ over $\mathbb{Q}_{v}$ for all $v$, by Proposition 1.18 . By the induction hypothesis, we then have $g \sim g^{\prime}$ over $\mathbb{Q}$, hence $f \sim f^{\prime}$ over $\mathbb{Q}$.

Using this theorem and the classification of quadratic forms over the $\mathbb{Q}_{v}$, we obtain a complete set of invariants for quadratic forms over $\mathbb{Q}$ :

Theorem 2.13. Two quadratic forms over $\mathbb{Q}$ are equivalent if and only if they have the same rank, discriminant, signature (as forms over $\mathbb{R}$ ) and Hasse-Witt invariants (over all the $\mathbb{Q}_{p}$ ).

Now the only thing left to complete the classification is to determine whether, given a set of values for the invariants, there is a form whose invariants take those values.

Proposition 2.14. Let $f$ be a quadratic form over $\mathbb{Q}$ with rank n, discriminant d, signature $(r, s)$ and Hasse-Witt invariants $\left(\epsilon_{v}\right)_{v \in V}$ (where $\epsilon_{v}$ denotes $\epsilon\left(f_{v}\right)$ ). Then:
(1) $\epsilon_{v}=1$ for all but finitely many $v$ and $\prod_{v} \epsilon_{v}=1$;
(2) If $n=1$ then $\epsilon_{v}=1$;
(3) If $n=2$ and the image $d_{v}$ of $d$ in $\mathbb{Q}_{v}^{\times} /\left(\mathbb{Q}_{v}^{\times}\right)^{2}$ is -1 then $\epsilon_{v}=1$;
(4) $r, s \geq 0$ and $r+s=n$;
(5) $d_{\infty}=(-1)^{s}$;
(6) $\epsilon_{\infty}=(-1)^{s(s-1) / 2}$.

Having identified these relations, we have the following theorem (whose proof depends on Dirichlet's Theorem on primes in arithmetic progression):

Theorem 2.15. If $d,\left(\epsilon_{v}\right)_{v \in V}$ and $(r, s)$ satisfy the relations of the previous proposition, then there is a quadratic form of rank $n$ over $\mathbb{Q}$ having $d,\left(\epsilon_{v}\right)_{v}$ and $(r, s)$ for invariants.

We now present an example of a solution of a representability problem, using the Hasse-Minkowski Theorem and Theorem 2.7.

Lemma 2.16. If $a, b \in \mathbb{Z}_{p}^{\times}$, then $(a, b)_{p}=1$ for $p \neq 2$ and $(a, b)_{p}=(-1)^{\varepsilon(u) \varepsilon(v)}$ for $p=2$.

Proof. Clear, from the formulas for the Hilbert Symbol in Proposition 2.4

Example 2.17. We claim that the equation $f(x, y, z)=5 x^{2}+7 y^{2}-13 z^{2}=0$ has a nontrivial rational solution (nontrivial meaning that $(x, y, z)=(0,0,0))$. This amounts to saying that the quadratic form $f$ represents 0 over $\mathbb{Q}$. By the Hasse-Minkowski Theorem, we only need to prove that it represents 0 over $\mathbb{R}$ and over the $\mathbb{Q}_{p}$, for all primes $p$. It is clear that the equation has a real solution, therefore we concentrate on the $p$-adic solutions. By Theorem 2.7, we only need to show that, for each $p$, we have $(-1,-d)_{p}=\epsilon_{p}$.

- $p \nmid$ 2.5.7.13

We have

$$
\epsilon_{p}=(5,7)_{p}(5,-13)_{p}(7,-13)_{p}=1 \times 1 \times 1=1
$$

by the previous Lemma, because $5,7,-13 \in \mathbb{Z}_{p}^{\times}$. Similarly,

$$
(-1,-d)_{p}=(-1,5 \times 7 \times 13)_{p}=1
$$

- $p=2$

By the previous Lemma,

$$
(-1,-d)_{2}=(-1,5 \times 7 \times 13)_{2}=(-1)^{\varepsilon(-1) \varepsilon(5 \times 7 \times 13)} \text {. }
$$

It is easy to check that $\varepsilon(-1)=\varepsilon(5 \times 7 \times 13)=1$, therefore

$$
(-1,-d)_{2}=-1
$$

Similarly,

$$
(5,7)_{2}=(-1)^{\varepsilon(5) \varepsilon(7)}=(-1)^{0 \times 1}=1=(5,-13)_{2}
$$

and

$$
(7,-13)_{2}=-1
$$

hence $\epsilon_{2}=-1$.

- $p=5$

By the formula in Theorem 2.4,
$(-1,-d)_{5}=(-1,5 \times 7 \times 13)_{5}=(-1)^{0 \times 1 \times \varepsilon(5)}\left(\frac{-1}{5}\right)^{1}\left(\frac{5 \times 7 \times 13}{5}\right)^{0}=\left(\frac{-1}{5}\right)=1$.
By the previous Lemma, $(7,-13)_{5}=1$, therefore

$$
\begin{gathered}
\epsilon_{5}=(5,-7 \times 13)_{5}=(-1)^{1 \times 0 \times \varepsilon(5)}\left(\frac{1}{5}\right)^{0}\left(\frac{-7 \times 13}{5}\right)^{1}= \\
\left(\frac{-7}{5}\right)\left(\frac{13}{5}\right)=\left(\frac{-2}{5}\right)\left(\frac{3}{5}\right)=\left(\frac{3}{5}\right)^{2}=1 .
\end{gathered}
$$

- $p=7$

We have
$(-1,5 \times 7 \times 13)_{7}=(-1)^{0 \times 1 \times \varepsilon(7)}\left(\frac{-1}{7}\right)^{1}\left(\frac{-1}{5 \times 7 \times 13}\right)^{0}=\left(\frac{-1}{7}\right)=-1$,
and
$\epsilon_{7}=(5,7)_{7}(5,-13)_{7}(7,-13)_{7}=(7,-5 \times 13)_{7}=\left(\frac{-5 \times 13}{7}\right)=\left(\frac{2}{7}\right)\left(\frac{-1}{7}\right)=-1$.

- $p=13$

We have

$$
(-1,5 \times 7 \times 13)_{13}=\left(\frac{-1}{13}\right)=1
$$

and

$$
\epsilon_{13}=(5,7)_{13}(5,-13)_{13}(7,-13)_{13}=(5 \times 7,-13)_{13}=
$$

$$
\begin{aligned}
\left(\frac{5 \times 7}{13}\right)= & \left(\frac{5}{13}\right)\left(\frac{7}{13}\right)=\left(\frac{13}{5}\right)(-1)^{\varepsilon(5) \varepsilon(13)}\left(\frac{13}{7}\right)(-1)^{\varepsilon(7) \varepsilon(13)}= \\
& \left(\frac{13}{5}\right)\left(\frac{13}{7}\right)=\left(\frac{3}{5}\right)\left(\frac{-1}{7}\right)=-\left(\frac{3}{5}\right)= \\
- & \left(\frac{5}{3}\right)(-1)^{\varepsilon(5) \varepsilon(3)}=-\left(\frac{5}{3}\right)=-\left(\frac{2}{3}\right)=1
\end{aligned}
$$

where we have used quadratic reciprocity.

## 3 Quadratic forms over $\mathbb{Z} / m \mathbb{Z}$

In this section we describe the results obtained regarding the classification of quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, for $m \in \mathbb{N}$. Namely, we present the classification of nondegenerate quadratic forms over $\mathbb{Z} / p^{k} \mathbb{Z}$ for $p$ an odd prime, and of regular quadratic forms over $\mathbb{Z} / 2 \mathbb{Z}$. By the Chinese Remainder Theorem, this will give the classification of regular quadratic forms over $\mathbb{Z} / m \mathbb{Z}$ for all $m \in \mathbb{N}$ not divisible by 4 .

We begin by stating the classification of nondegenerate quadratic forms over the finite fields $\mathbb{F}_{q}$ of characteristic $\neq 2$. The proofs of these results can be found in [1, pp. 34, 35].

Theorem 3.1. There are two equivalence classes of nondegenerate quadratic forms of rank $n$ over $\mathbb{F}_{q}$ :
i) $x_{1}^{2}+\cdots+x_{n-1}^{2}+x_{n}^{2}$ and
ii) $x_{1}^{2}+\cdots+x_{n-1}^{2}+a x_{n}^{2}$, where a is not a square in $\mathbb{F}_{q}$.

Theorem 3.2. A nondegenerate quadratic form over $\mathbb{F}_{q}$ of rank $\geq 2$ (resp. $\geq 3)$ represents all elements of $\mathbb{F}_{q}^{\times}\left(\right.$resp. $\left.\mathbb{F}_{q}\right)$.

## 3.1 $\mathbb{Z} / p^{k} \mathbb{Z}, p \neq 2$

Now we present the classification of nondegenerate quadratic forms over $R=$ $\mathbb{Z} / p^{k} \mathbb{Z}$, with $p$ an odd prime. In this section, "quadratic form" will mean "nondegenerate quadratic form". The ring $R=\mathbb{Z} / p^{k} \mathbb{Z}$ is a local ring where 2 is a unit, therefore all quadratic forms can be diagonalized, with the elements in the diagonal being units.

We have

$$
\frac{\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{\times}}{\left(\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{\times}\right)^{2}} \cong \frac{\mathbb{Z} / \phi\left(p^{k}\right) \mathbb{Z}}{2\left(\mathbb{Z} / \phi\left(p^{k}\right) \mathbb{Z}\right)} \cong \mathbb{Z} / 2 \mathbb{Z}
$$

where $\phi$ is the Euler totient function. We can choose 1 as a representative for the squares and denote by $a$ a representative of the non-squares.
Proposition 3.3. Let $f$ be a quadratic form over $R$. Then

$$
f \sim x_{1}^{2}+\cdots+x_{r}^{2}+a\left(y_{1}^{2}+\cdots+y_{s}^{2}\right)
$$

for some $r, s \in \mathbb{N}$. Furthermore, if

$$
f^{\prime}=x_{1}^{2}+\cdots+x_{r^{\prime}}^{2}+a\left(y_{1}^{2}+\cdots+y_{s^{\prime}}^{2}\right)
$$

then $f \sim f^{\prime}$ if and only if $s \equiv s^{\prime}(\bmod 2)$ and $r+s=r^{\prime}+s^{\prime}$.

Proof. We can write $f \sim a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$ with $a_{1}, \cdots, a_{n} \in R^{\times}$and then, multiplying the $a_{i}$ by squares, we get $f \sim x_{1}^{2}+\cdots+x_{r}^{2}+a\left(y_{1}^{2}+\cdots+y_{s}^{2}\right)$ for some $r, s \in \mathbb{N}$.

If $f \sim f^{\prime}$, then we have $s \equiv s^{\prime}(\bmod 2)$, because the discriminant of a quadratic form is an invariant in $R^{\times} /\left(R^{\times}\right)^{2}$ and $d(f)=a^{s}, d\left(f^{\prime}\right)=a^{s^{\prime}}$. It is clear that $n=r+s$ is the rank of $f$ and $n^{\prime}=r^{\prime}+s^{\prime}$ is the rank of $f^{\prime}$, therefore $r+s=r^{\prime}+s^{\prime}$.

Conversely, if $s \equiv s^{\prime} \bmod 2$ and $r+s=r^{\prime}+s^{\prime}$, we will prove that $f \sim f^{\prime}$, but first we need the following Lemma:
Lemma 3.4. We have $x_{1}^{2}+x_{2}^{2} \sim a x_{1}^{2}+a x_{2}^{2}$.
Proof. We start by finding

$$
x=\binom{x_{1}}{x_{2}} \text { and } y=\binom{y_{1}}{y_{2}}
$$

such that $x^{t} I y=0$ and $x^{t} I x=a$ where $I$ is the $2 \times 2$ identity matrix, with the additional constraint that $x_{1} y_{2}-x_{2} y_{1}$ must be a unit, to ensure that the matrix

$$
A=\left(\begin{array}{ll}
x_{1} & y_{1} \\
x_{2} & y_{2}
\end{array}\right)
$$

is invertible. If we can do this, we will have

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \sim\left(\begin{array}{cc}
a & 0 \\
0 & y_{1}^{2}+y_{2}^{2}
\end{array}\right)\left(\text { because } A^{t}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) A=\left(\begin{array}{cc}
a & 0 \\
0 & y_{1}^{2}+y_{2}^{2}
\end{array}\right)\right)
$$

and the fact that the discriminant is an invariant forces $y_{1}^{2}+y_{2}^{2}$ to be a nonsquare, so that

$$
\left(\begin{array}{cc}
a & 0 \\
0 & y_{1}^{2}+y_{2}^{2}
\end{array}\right) \sim\left(\begin{array}{cc}
a & 0 \\
0 & a
\end{array}\right),
$$

because we can multiply the diagonal coefficients by squares.
To find $x$ and $y$, we notice that $x_{1}^{2}+x_{2}^{2} \equiv a(\bmod p)$ has a solution, according to Theorem 3.2, and using Hensel's Lemma we can lift this solution to a solution $\bmod p^{k}$ (alternatively, one can observe that if the sum of two squares $\bmod p$ was always a square $\bmod p$, than the set of squares would be a nontrivial subgroup of $\mathbb{Z} / p \mathbb{Z})$. We must have $x_{1} x_{2} \not \equiv 0 \bmod p$ because $a$ is a non-square. Now we can solve $x_{1} y_{1}+x_{2} y_{2} \equiv 0(\bmod p)$ just by taking $y_{1}=x_{1}^{-1}$ and $y_{2}=\left(-x_{2}\right)^{-1}$ and we can lift this to a solution $\bmod p^{k}$ using Hensel's Lemma. For the invertibility of $A$, we notice that it suffices to prove the invertibility of $A^{t} A$, because $\operatorname{det}\left(A^{t} A\right)=\operatorname{det}(A)^{2}$. We have

$$
A^{t} A=\left(\begin{array}{cc}
a & 0 \\
0 & y_{1}^{2}+y_{2}^{2}
\end{array}\right),
$$

therefore we only need to prove that $y_{1}^{2}+y_{2}^{2}$ is invertible $\bmod p$. But

$$
y_{1}^{2}+y_{2}^{2} \equiv x_{1}^{-2}+x_{2}^{-2} \quad(\bmod p)
$$

and $x_{1}^{-2}+x_{2}^{-2} \equiv 0(\bmod p)$ is equivalent to $x_{1}^{2}+x_{2}^{2} \equiv 0(\bmod p)$ (by clearing denominators, since $\left.x_{1} x_{2} \not \equiv 0(\bmod p)\right)$ and we know that $x_{1}^{2}+x_{2}^{2} \not \equiv 0(\bmod p)$.

Now we return to the proof of the Proposition, writing $r^{\prime}=r+2 m$ and $s^{\prime}=s-2 m$, for some $m \in \mathbb{Z}$. We can suppose, without loss of generality, that $m \geq 0$ and then we decompose the matrices

$$
\left(\begin{array}{cc}
I_{r} & 0 \\
0 & a I_{s}
\end{array}\right) \text { and }\left(\begin{array}{cc}
I_{r^{\prime}} & 0 \\
0 & a I_{s^{\prime}}
\end{array}\right)
$$

representing $f$ and $f^{\prime}$, respectively, into three blocks (changing the order of the diagonal elements). The first and second blocks are of the form $I_{r}$ and $a I_{s^{\prime}}$, respectively, and are common to both $f$ and $f^{\prime}$. The third block is of the form $a I_{2 m}$ for $f$ and $I_{2 m}$ for $f^{\prime}$ :

$$
\begin{aligned}
& f \sim\left(\begin{array}{ccc}
I_{r} & 0 & 0 \\
0 & a I_{s^{\prime}} & 0 \\
0 & 0 & a I_{2 m}
\end{array}\right), \\
& f^{\prime} \sim\left(\begin{array}{ccc}
I_{r} & 0 & 0 \\
0 & a I_{s^{\prime}} & 0 \\
0 & 0 & I_{2 m}
\end{array}\right) .
\end{aligned}
$$

Applying the Lemma, we find that $I_{2 m} \sim a I_{2 m}$, hence $f \sim f^{\prime}$.

The following Theorem is now clear:
Theorem 3.5. Let $p$ be an odd prime and $n, k \in \mathbb{N}$. Then there are two equivalence classes of nondegenerate quadratic forms of rank $n$ over $\mathbb{Z} / p^{k} \mathbb{Z}$ :
i) $x_{1}^{2}+\cdots+x_{n-1}^{2}+x_{n}^{2}$ and
ii) $x_{1}^{2}+\cdots+x_{n-1}^{2}+a x_{n}^{2}$, where $a$ is not a square in $\mathbb{Z} / p^{k} \mathbb{Z}$.

In particular, quadratic forms over $\mathbb{Z} / p^{k} \mathbb{Z}$ are classified by their discriminant.

## $3.2 \mathbb{Z} / 2 \mathbb{Z}$

Now we explain the classification of quadratic forms over $\mathbb{Z} / 2 \mathbb{Z}$. Here we have the problem of being in characteristic 2, which implies that we can no longer define the symmetric bilinear form $x . y=\frac{1}{2}(q(x+y)-q(x)-q(y))$. For this reason, we work with the symmetric bilinear form $\beta(x, y)=q(x+y)-q(x)-q(y)$.

Recall that a quadratic form is called nondegenerate if the corresponding bilinear form $\beta$ is nondegenerate and degenerate otherwise. Note that, for example, the quadratic form of rank one over $\mathbb{F}_{2} x^{2}$ is degenerate (its associated bilinear form $\beta$ is such that $\beta(x, y)=0$ for all $x, y$ ) and we don't want to exclude it from our classification. Therefore we need the notion of regularity:

Definition 3.6. A quadratic form $q$ on a vector space $V$ over a field $k$ is called regular if there is no nonzero subspace $W \subseteq V^{\perp}$ such that $q_{\mid W}=0$.

It is clear from the definition that a nondegenerate form is always regular, but $x^{2}$ is regular and degenerate. However, in the case of fields of characteristic $\neq 2$, regular and nondegenerate forms coincide, because if $x \in V^{\perp}$, then $q(x)=$ $\frac{1}{2} \beta(x, x)=0$.

In polynomial terms, a quadratic form is regular if it can not be written using a smaller number of variables. From now on, we assume that all quadratic forms are regular.

Proposition 3.7. Let $q$ be a quadratic form over $\mathbb{F}_{2}$. Then

$$
q \sim x_{1}^{2}+\cdots+x_{k}^{2}+\left(b_{1} y_{1}^{2}+y_{1} z_{1}+d_{1} z_{1}^{2}\right)+\cdots+\left(b_{\ell} y_{\ell}^{2}+y_{\ell} z_{\ell}+d_{\ell} z_{\ell}^{2}\right)
$$

for some $k, \ell \in \mathbb{N}$ and $b_{i}, d_{i} \in \mathbb{F}_{2}$.
Proof. Let $V=\mathbb{F}_{2}^{n}$ be the vector space on wich $q$ is defined and $\beta$ the associated bilinear form. Let $A=V^{\perp}$ and let $B$ be a subspace of $V$ such that $V=A \oplus B$. We have $A \perp B, \beta$ is zero on $A$ and nondegenerate on $B$.

We have $\beta(x, x)=q(x+x)-q(x)-q(x)=0$, therefore $\beta$ is symplectic, hence the restriction of $\beta$ to $B$ is a symplectic inner product. By Corollary 1.12 we can choose a basis for $B$ such that the restriction of $\beta$ to $B$ is represented by the matrix

$$
\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)
$$

But in characteristic 2 we have $1=-1$ and by changing the order of the basis vectors, the restriction of $\beta$ to $B$ becomes

$$
\left(\begin{array}{ccccc}
0 & 1 & & & \\
1 & 0 & & & \\
& & \ddots & & \\
& & & 0 & 1 \\
& & & 1 & 0
\end{array}\right)
$$

Then $\beta$ is of the form

$$
\left(\begin{array}{cccccc}
0_{k} & & & & & \\
& 0 & 1 & & & \\
& 1 & 0 & & & \\
& & & \ddots & & \\
& & & & 0 & 1 \\
& & & & 1 & 0
\end{array}\right)
$$

where $0_{k}$ is the $k \times k$ zero matrix, $k=\operatorname{dim}(A)$. Recalling the relation between the matrix representations of a quadratic form and of its associated symmetric bilinear form, we conclude that, in this basis, $q$ is associated to the polynomial

$$
f=a_{1} x_{1}^{2}+\cdots+a_{k} x_{k}^{2}+\left(b_{1} y_{1}^{2}+y_{1} z_{1}+d_{1} z_{1}^{2}\right)+\cdots+\left(b_{\ell} y_{\ell}^{2}+y_{\ell} z_{\ell}+d_{\ell} z_{\ell}^{2}\right)
$$

The $a_{i}$ are all equal to 1 , because the form is regular, and this ends the proof.
Lemma 3.8. We have $x^{2}+y^{2} \sim u^{2}$.
Proof. Consider the linear change of varibles $u=x+y$ and $v=y$. This change of variables is easily seen to be invertible and furthermore

$$
x^{2}+y^{2}=(u-v)^{2}+v^{2}=u^{2}+v^{2}+v^{2}=u^{2} .
$$

Proposition 3.9. Let $f$ be a quadratic form of rank $n$ over $\mathbb{F}_{2}$. Then:
(i) If $n$ is odd, we have

$$
f \sim x^{2}+\left(b_{1} y_{1}^{2}+y_{1} z_{1}+d_{1} z_{1}^{2}\right)+\cdots+\left(b_{\ell} y_{\ell}^{2}+y_{\ell} z_{\ell}+d_{\ell} z_{\ell}^{2}\right)
$$

or in matrix form

$$
f \sim\left(\begin{array}{cccccc}
1 & & & & & \\
& b_{1} & 1 & & & \\
& 0 & d_{1} & & & \\
& & & \ddots & & \\
& & & & b_{\ell} & 1 \\
& & & & 0 & d_{\ell}
\end{array}\right)
$$

for some $\ell \in \mathbb{N}$ and $b_{i}, d_{i} \in \mathbb{F}_{2}$.
(ii) If $n$ is even, then

$$
f \sim\left(b_{1} y_{1}^{2}+y_{1} z_{1}+d_{1} z_{1}^{2}\right)+\cdots+\left(b_{\ell} y_{\ell}^{2}+y_{\ell} z_{\ell}+d_{\ell} z_{\ell}^{2}\right)
$$

or in matrix form

$$
\left(\begin{array}{ccccc}
b_{1} & 1 & & & \\
0 & d_{1} & & & \\
& & \ddots & & \\
& & & b_{\ell} & 1 \\
& & & 0 & d_{\ell}
\end{array}\right)
$$

for some $\ell \in \mathbb{N}$ and $b_{i}, d_{i} \in \mathbb{F}_{2}$.
Proof. This is immediate from Lemma 3.8, Proposition 3.7 and the regularity of $f$.

Now we focus on forms of even rank. We start by presenting the classification of regular forms of rank 2 .
Definition 3.10. The Arf invariant of a quadratic form $q$ on a vector space $V$ over $\mathbb{F}_{2}$ is defined by

$$
\#_{q}=\#\{x \in V: q(x)=1\} .
$$

It is clear that $\#_{q}$ is in fact an invariant of the quadratic form $q$, meaning that if $p \sim q$, then $\#_{p}=\#_{q}$.
Lemma 3.11. There are two equivalence classes of regular quadratic forms of rank 2 over $\mathbb{F}_{2}:\left\{x^{2}+y^{2}+x y\right\}$ and $\left\{x y+y^{2}, x y+x^{2}, x y\right\}$.
Proof. There are only 5 different homogeneous polynomials of degree 2 in two variables, with coefficients in $\mathbb{F}_{2}: x^{2}+y^{2}, x^{2}+y^{2}+x y, x y+y^{2}, x y+x^{2}$ and $x y$. We have already seen that $x^{2}+y^{2}$ does not correspond to a regular quadratic form. On the other hand it is clear that the remaining quadratic forms are regular, because they are nondegenerate. The change of variables $x=a+b ; y=b$ provides an equivalence of quadratic forms between $x y$ and $a b+b^{2}$ :

$$
x y=(a+b) b=a b+b^{2} .
$$

Moreover, it is clear that $x y+y^{2} \sim x y+x^{2}$, therefore the only thing left to prove is $x y \nsim x^{2}+y^{2}+x y$ and this can be seen from the fact that $\#_{x y}=1$ and $\# x^{2}+y^{2}+x y=3$.

By the last Lemma, there are only 2 possibilities for each $2 \times 2$ block in the matrix representation of Proposition 3.9 for a quadratic form of even rank over $\mathbb{F}_{2}$ :

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

But not all combinations of these blocks will give different quadratic forms:
Lemma 3.12. We have

$$
\left(\begin{array}{llll}
1 & 1 & & \\
0 & 1 & & \\
& & 1 & 1 \\
& & 0 & 1
\end{array}\right) \sim\left(\begin{array}{llll}
0 & 1 & & \\
0 & 0 & & \\
& & 0 & 1 \\
& & 0 & 0
\end{array}\right)
$$

Proof. If we let

$$
A=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right), B=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right) \text { and } T=\left(\begin{array}{cccc}
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1
\end{array}\right)
$$

then we have

$$
T^{t} B T=\left(\begin{array}{cccc}
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1
\end{array}\right)
$$

and it is clear that $x^{t}\left(T^{t} B T\right) x=x^{t} A x$ for all $x$, therefore $A \sim B$. This corresponds to the change of variables $x=r+t ; y=r+s+t ; z=s+u ; w=s+t+u$ : $x y+z w=(r+t)(r+s+t)+(s+u)(s+y+u)=r^{2}+r s+s^{2}+t^{2}+u t+u^{2}$.

Using this fact, we can transform all $2 \times 2$ blocks, except possibly one of them, into

$$
\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),
$$

therefore the form is always equivalent to

$$
\left(\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & & & & & \\
& & \ddots & & & & \\
& & & 0 & 1 & & \\
& & & 0 & 0 & & \\
& & & & & 0 & 1 \\
& & & & & 0 & 0
\end{array}\right) \text { or }\left(\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & & & & & \\
& & \ddots & & & & \\
& & & 0 & 1 & & \\
& & & 0 & 0 & & \\
& & & & & 1 & 1 \\
& & & & & 0 & 1
\end{array}\right) \text {. }
$$

These two forms are regular, because they are nondegenerate, and to complete the classification of regular forms of even rank we need to show that they are not equivalent.

## Lemma 3.13. We have

$$
\#_{q \oplus q^{\prime}}=\#_{q}\left(2^{k}-\#_{q^{\prime}}\right)+\#_{q^{\prime}}\left(2^{\ell}-\#_{q}\right)=2^{k} \#_{q}+2^{\ell} \#_{q^{\prime}}-2 \#_{q} \#_{q^{\prime}},
$$

where $k=\operatorname{dim}\left(V^{\prime}\right)$ and $\ell=\operatorname{dim}(V)$.
Proof. This formula is a direct consequence of the fact that $q(v)+q^{\prime}\left(v^{\prime}\right)=1$ if and only if exactly one of $q^{\prime}(v), q^{\prime}\left(v^{\prime}\right)$ is equal to 1 .

Lemma 3.14. We have

Proof. Let $B$ be the form

$$
\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),
$$

$C$ the form

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

and $A_{k}$ the sum of $k$ copies of $B$. We want to show that $A_{k} \oplus B \nsim A_{k} \oplus C$ for all $k \in \mathbb{N}$.

Suppose that $A_{k} \oplus B \sim A_{k} \oplus C$ for some $k \in \mathbb{N}$ and let $a_{k}, b$ and $c$ be the Arf invariants of $A_{k}, B$ and $C$, respectively. Then we have $\#_{A_{k} \oplus B}=\#_{A_{k} \oplus C}$, that is $2^{2} a_{k}+2^{2 k} b-2 a_{k} b=2^{2} a_{k}+2^{2 k} c-2 a_{k} c$. It is easy to see that $b=1$ and $c=3$ and solving the previous equation for $a_{k}$, we get $a_{k}=2^{2 k-1}$.

On the other hand, we have $A_{k}=A_{k-1} \oplus B$, therefore $a_{k}=a_{k-1}\left(2^{2}-b\right)+$ $b\left(2^{2(k-1)}-a_{k-1}\right)$ which is equivalent to $a_{k}=2 a_{k-1}+2^{2(k-1)}$. This recurrence relation allows us to prove, by induction, that $a_{k}<2^{2 k-1}$ for all $k \in \mathbb{N}$ : for $k=1$, we have $a_{1}=1<2$. For $k \geq 2$, we have

$$
a_{k}=2 a_{k-1}+2^{2(k-1)}<2 \times 2^{2(k-1)-1}+2^{2(k-1)}=2^{2 k-1},
$$

where we have used the induction hypothesis. This contradicts $a_{k}=2^{2 k-1}$, thus completing the proof.

The previous results also imply that all regular forms of odd rank are equivalent to one of the two following forms:

$$
\left(\begin{array}{cccccccc}
1 & & & & & & & \\
& 0 & 1 & & & & & \\
& 0 & 0 & & & & & \\
& & & \ddots & & & & \\
& & & & 0 & 1 & & \\
& & & & 0 & 0 & & \\
& & & & & & 0 & 1 \\
& & & & & & 0 & 0
\end{array}\right) \text { and }\left(\begin{array}{cccccccc}
1 & & & & & & & \\
& 0 & 1 & & & & & \\
& 0 & 0 & & & & & \\
& & & \ddots & & & & \\
& & & & 0 & 1 & & \\
& & & & 0 & 0 & & \\
& & & & & & 1 & 1 \\
& & & & & & 0 & 1
\end{array}\right)
$$

We start by mentioning that they are regular, because both their radicals have dimension 1 and are generated by an element $e$ with $q(e)=1$, but we will show that they are actually equivalent. More generally, we have the following Lemma:
Lemma 3.15. We have
$B=\left(\begin{array}{ccccccccccc}1 & & & & & & & \\ & 0 & 1 & & & & & \\ & 0 & 0 & & & & & \\ & & & \ddots & & & & \\ & & & & 0 & 1 & & \\ & & & & 0 & 0 & & \\ & & & & & & 0 & 1 \\ & & & & & & 0 & 0\end{array}\right) \sim\left(\begin{array}{cccccccc}1 & & & & & & & \\ & b_{1} & 1 & & & & & \\ & 0 & d_{1} & & & & & \\ & & & \ddots & & & & \\ & & & & b_{\ell-1} & 1 & & \\ & & & & 0 & d_{\ell-1} & & \\ & & & & & & b_{\ell} & 1 \\ & & & & & & 0 & d_{\ell}\end{array}\right)$,
for any $b_{i}, d_{i} \in \mathbb{F}_{2}$.
Proof. Let $V=(\mathbb{Z} / 2 \mathbb{Z})^{n}$, where $n=2 \ell+1$, and let $q$ be the quadratic form on $V$ represented by the matrix $B$ in the canonical basis $\left\{e_{1}, \cdots, e_{n}\right\}$. Let $W=\operatorname{span}\left\{e_{2}, \cdots, e_{n}\right\}$. We have $V^{\perp}=\operatorname{span}\left\{e_{1}\right\}$ and $V=V^{\perp} \oplus W$. Let $A$ be the matrix representation of the restriction of $q$ to $W$ in the basis $\mathcal{B}=\left\{e_{2}, \cdots, e_{n}\right\}$.

Let $\phi: W \rightarrow \mathbb{F}_{2}$ be a linear function and define $W^{\prime}=\left\{w+\phi(w) e_{1}: w \in W\right\}$. Now observe that $V^{\perp} \cap W^{\prime}=0$ and $\psi: W \rightarrow W^{\prime}$ given by $\psi(w)=w+\phi(w) e_{1}$ is an isomorphism of vector spaces. In particular $\operatorname{dim}\left(W^{\prime}\right)=\operatorname{dim}(W)$ and therefore $V=V^{\perp} \oplus W^{\prime}$, which means that $W^{\prime}$ is another complement of $V^{\perp}$ in $V$. We have
$q(\psi(w))=q\left(w+\phi(w) e_{1}\right)=q(w)+\phi(w)^{2} q\left(e_{1}\right)+\phi(w) \beta\left(w, e_{1}\right)=q(w)+\phi(w)$,
because $\phi(w)^{2}=\phi(w), q\left(e_{1}\right)=1$ and $\beta\left(w, e_{1}\right)=0$, therefore $q \circ \psi=q+\phi$.
Now $\mathcal{B}^{\prime}=\psi(\mathcal{B})$ is a basis of $W^{\prime}$. Let $A^{\prime}$ be the matrix representation of the restriction of $q$ to $W^{\prime}$ in the basis $\mathcal{B}^{\prime}$. If $x^{\prime}, y^{\prime} \in \mathcal{B}^{\prime}$ then $x^{\prime}=\psi(x)$ and $y^{\prime}=\psi(y)$, for some $x, y \in \mathcal{B}$ and we have

$$
q\left(x^{\prime}\right)=q(\psi(x))=q(x)+\phi(x)
$$

therefore $a_{i i}^{\prime}=a_{i i}+\phi\left(e_{i+1}\right)$ for all $i$ (by the definition of matrix representation in section 1, we have $a_{i i}=q\left(e_{i+1}\right)$ and $\left.a_{i i}^{\prime}=q\left(e_{i+1}\right)^{\prime}\right)$. Moreover

$$
\begin{gathered}
\beta\left(x^{\prime}, y^{\prime}\right)=q\left(x^{\prime}+y^{\prime}\right)-q\left(x^{\prime}\right)-q\left(y^{\prime}\right)=q(\psi(x+y))-q(\psi(x))-q(\psi(y))= \\
q(x+y)+\phi(x+y)-q(x)-\phi(x)-q(y)-\phi(y)=q(x+y)-q(x)-q(y)=\beta(x, y)
\end{gathered}
$$

therefore $a_{i j}=a_{i j}^{\prime}$ for $i \neq j$ (by the definition of matrix representation in section 1, we have $a_{i j}=\beta\left(e_{i+1}, e_{j+1}\right)$ and $a_{i j}^{\prime}=\beta\left(e_{i+1}^{\prime}, e_{j+1}^{\prime}\right)$, for $i<j$ and $a_{i j}=a_{i j}^{\prime}=0$, for $i>j$ ).

This means that the matrix

$$
B^{\prime}=\left(\begin{array}{ll}
1 & \\
& A^{\prime}
\end{array}\right)
$$

representing $q$ in the basis $\mathcal{B}^{\prime} \cup\left\{e_{1}\right\}$ is obtained from the matrix

$$
B=\left(\begin{array}{ll}
1 & \\
& A
\end{array}\right)
$$

representing $q$ in the basis $\left\{e_{1}, \cdots, e_{n}\right\}$ by adding the value $\phi\left(e_{i}\right)$ to the $i^{\text {th }}$ diagonal entry, for all $i \geq 2$. Because $\phi$ is arbitrary, this ends the proof.

The following theorem is now clear:
Theorem 3.16. (i) If $n$ is even, there are two equivalence classes of regular quadratic forms of rank $n$ over $\mathbb{F}_{2}$, with representatives

$$
\left(\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & & & & & \\
& & \ddots & & & & \\
& & & 0 & 1 & & \\
& & & 0 & 0 & & \\
& & & & & 0 & 1 \\
& & & & & 0 & 0
\end{array}\right) \text { and }\left(\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & & & & & \\
& & \ddots & & & & \\
& & & 0 & 1 & & \\
& & & 0 & 0 & & \\
& & & & & 1 & 1 \\
& & & & & 0 & 1
\end{array}\right) .
$$

In particular, regular quadratic forms of even rank over $\mathbb{F}_{2}$ are classified by their rank and Arf invariant.
(ii) If $n$ is odd, there is only one equivalence class of regular quadratic forms of rank $n$ over $\mathbb{F}_{2}$, with representative

$$
\left(\begin{array}{llllllll}
1 & & & & & & & \\
& 0 & 1 & & & & & \\
& 0 & 0 & & & & & \\
& & & \ddots & & & & \\
& & & & 0 & 1 & & \\
& & & & 0 & 0 & & \\
& & & & & & 0 & 1 \\
& & & & & & 0 & 0
\end{array}\right)
$$

In particular, regular quadratic forms of even rank over $\mathbb{F}_{2}$ are classified by their rank.

## 3.3 $\mathbb{Z} / m \mathbb{Z}$, with $4 \nmid m$

In this section we apply the Chinese Remainder Theorem to obtain the classification of quadratic forms over $\mathbb{Z} / m \mathbb{Z}$ with $4 \nmid m$, from the classification of quadratic forms over $\mathbb{Z} / p^{k} \mathbb{Z}$ for $p$ and odd prime and over $\mathbb{Z} / 2 \mathbb{Z}$. In this section, the matrix representation of a quadratic form $q$ with respect to a basis $\mathcal{B}=\left\{e_{1}, \cdots, e_{n}\right\}$ will always mean the matrix $Q$ with entries

$$
q_{i j}=\left\{\begin{array}{ll}
\beta\left(e_{i}, e_{j}\right) & \text { if } \mathrm{i}<\mathrm{j} \\
q\left(e_{i}\right) & \text { if } \mathrm{i}=\mathrm{j} \\
0 & \text { otherwise }
\end{array} .\right.
$$

Definition 3.17. Let $q$ be a quadratic form over $\mathbb{Z} / m \mathbb{Z}$, for some $m, n \in \mathbb{Z}$ and suppose that $c \mid m$. Let $Q$ be a matrix representation of $q$. Then the reduction of $q \bmod c$ is the quadratic form $q_{c}$ over $\mathbb{Z} / c \mathbb{Z}$ represented by the matrix $Q_{c}$ whose entries are the reduction $\bmod c$ of the entries of $Q$.

For this definition to make sense, we need to prove the following Lemma:
Lemma 3.18. If $q, p$ are forms over $\mathbb{Z} / m \mathbb{Z}$, such that $p \sim q$ and $c \mid m$, then $p_{c} \sim q_{c}$.

Proof. We can assume that $q, p$ are defined on $(\mathbb{Z} / m \mathbb{Z})^{n}$ and $p_{c}, q_{c}$ are defined on $(\mathbb{Z} / c \mathbb{Z})^{n}$. Let $\phi:(\mathbb{Z} / m \mathbb{Z})^{n} \rightarrow(\mathbb{Z} / m \mathbb{Z})^{n}$ be an equivalence of quadratic forms $(q(x)=p(\phi(x))$ for all $x)$ and let $P, Q, T$ be the matrix representations of $p, q$ and $\phi$, with respect to the canonical basis. We have $x^{t} Q x=x^{t}\left(T^{t} P T\right) x$ for all $x \in$ $(\mathbb{Z} / m \mathbb{Z})^{n}$, therefore, reducing everything $\bmod c$, we have $x^{t} Q_{c} x=x^{t}\left(T_{c}^{t} P_{c} T_{c}\right) x$ for all $x \in(\mathbb{Z} / c \mathbb{Z})^{n}$, where $T_{c}$ is the reduction $\bmod c$ of $T$. Furthermore, $T_{c}$ is invertible, because its determinant is the reduction $\bmod c$ of $\operatorname{det}(T)$ and $\operatorname{det}(T)$ is invertible in $\mathbb{Z} / m \mathbb{Z}$. We conclude that the function $\phi_{c}:(\mathbb{Z} / c \mathbb{Z})^{n} \rightarrow(\mathbb{Z} / c \mathbb{Z})^{n}$ defined by the matrix $T_{c}$ is an equivalence of quadratic forms between $q_{c}$ and $p_{c}$.

Example 3.19. Consider the quadratic form $q$ over $\mathbb{Z} / 6 \mathbb{Z}$ given in matrix form by

$$
\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 0 & 4 \\
0 & 0 & 0
\end{array}\right)
$$

or in polynomial form by $f(x, y, z)=x y+2 x z+4 y z$. Its reduction $\bmod 2$ is

$$
\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

or $f_{2}(x, y, z)=x y$ in polynomial form. Its reduction $\bmod 3$ is

$$
\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

or $f_{2}(x, y, z)=x y+2 x z+y z$ in polynomial form.
Definition 3.20. We say that a quadratic form $q$ over $\mathbb{Z} / m \mathbb{Z}$, with $4 \nmid m$, is regular provided the following conditions are satisfied:
(i) If $p$ is an odd prime such that $p \mid m$, then $q_{p}$ is nondegenerate.
(ii) If $2 \mid m$, then $q_{2}$ is regular.

Notice that when $m=2$ this definition coincides with the previous definition of regularity and when $m$ is odd it is equivalent to nondegeneracy. The following result shows that knowing the classification of quadratic forms over $\mathbb{Z} / 2 \mathbb{Z}$ and $\mathbb{Z} / p^{k} \mathbb{Z}$ for odd primes $p$ is enough to classify quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, for 4 Xm.

Proposition 3.21. Suppose $f, g$ are regular quadratic forms over $\mathbb{Z} / m \mathbb{Z}$ (4 $\times \mathrm{m}$ ) such that:
(i) If $p$ is an odd prime and $k \geq 1$ is its exponent in the prime factorization of $m$, then $f_{p^{k}} \sim g_{p^{k}}$.
(ii) If $2 \mid m$, then $f_{2} \sim g_{2}$.

Then $f \sim g$.
Proof. Let $F, G$ (resp. $\quad F_{p}, G_{p}$ ) be the matrix representations of $f, g$ (resp. $f_{p^{k}}, g_{p^{k}}$ ) and $T_{p}$ be the matrix representation of an equivalence between $f_{p^{k}}$ and $g_{p^{k}}$, for each prime $p$ dividing $m$ and where $k$ is the exponent of $p$ in the prime factorization of $m$. Then for each $p \mid m$, we have $x^{t}\left(T_{p}^{t} G_{p} T_{p}\right) x=x^{t} F_{p} x$, for all $x$. By the Chinese Remainder Theorem, we can find a unique matrix $T$ whose entries are congruent to those of $T_{p} \bmod p^{k}$ for each $p, k$ such that $p^{k} \mid m$. We then have

$$
x^{t}\left(T^{t} G T\right) x \equiv x^{t} F x \quad\left(\bmod p^{k}\right)
$$

for each $p, k$ such that $p^{k} \mid m$ (where we say that $x \equiv y(\bmod k)$ for column vectors $x, y$ when $x_{i} \equiv y_{i}(\bmod k)$ for all $\left.i\right)$. Then, by the CRT, we must have $x^{t}\left(T^{t} G T\right) x \equiv x^{t} F x(\bmod m)$. It is also clear that $T$ is invertible, because all the $T_{p}$ are invertible, therefore $f \sim g$.

The following theorem is now clear:
Theorem 3.22. Let $m=2^{a} p_{1}^{k_{1}} \cdots p_{\ell}^{k_{\ell}}$, where the $p_{i}$ are odd primes, $a \in\{0,1\}$, and $k_{i} \in \mathbb{N}$. Suppose $f, g$ are regular quadratic forms over $\mathbb{Z} / m \mathbb{Z}$, of ranks $n(f)$ and $n(g)$, respectively. Then $f \sim g$ if and only if the following conditions hold:
(i) $n(f)=n(g)$.
(ii) $d\left(f_{p_{i}^{k_{i}}}\right)=d\left(f_{p_{i}^{k_{i}}}\right)$ for all $i$.
(iii) If $n(f)$ is even and $a=1$, then $\#_{f_{2}}=\#_{g_{2}}$.
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