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Part I

Brownian Motion
This lecture contains basic concepts from probability theory and fix notation that will be used throughout the course. The first part of the lecture introduces some tools from measure theory – with particular regard to Fourier transform in $\mathbb{R}^n$ – of special interest in probability. Later, we consider random variables $X$ and introduce some probabilistic concepts. Several textbooks exist on the subject, and our introduction by no means is intended to be complete; for further details, we refer (among others) to Billingsley [Bi95], Dudley [Du02] or Kallenberg [Ka02].

Let $\Omega$ be a set. A collection $\mathcal{G}$ of subsets of $\Omega$ is called field (or algebra) if it satisfies: $\Omega \in \mathcal{G}$; $A \in \mathcal{G}$ implies $A^c = \Omega \setminus A$ (the complement of $A$ in $\Omega$) belongs to $\mathcal{G}$; $\mathcal{G}$ is stable under finite intersections of elements of $\mathcal{G}$. The collection $\mathcal{G}$ is called $\sigma$-field (or $\sigma$-algebra) if it is a field and in addition it is stable under countable intersections of elements. A pre-measure $\mu$ on a field $\mathcal{G}$ is a function $\mu : \mathcal{G} \to [0, +\infty]$ which is additive (i.e., for any $A, B \in \mathcal{G}$ with $A \cap B = \emptyset$ we have $\mu(A \cup B) = \mu(A) + \mu(B)$). A pre-measure $\mu$ is $\sigma$-additive if for any sequence $\{A_n\} \subset \mathcal{G}$ such that $A = \bigcup_{n \geq 0} A_n \in \mathcal{G}$ and $A_i \cap A_j = \emptyset$, for $i \neq j$, one has $\mu(A) = \sum_{n \geq 0} \mu(A_n)$. A pre-measure $\mu$ is said to be finite if $\mu(\Omega) < +\infty$.

Let $\mathcal{F}$ be a $\sigma$-field of subsets of $\Omega$. A $\sigma$-additive pre-measure on $\mathcal{F}$ is called a measure on $\mathcal{F}$ (or on $(\Omega, \mathcal{F})$). A probability measure $\mathbb{P}$ on the space $(\Omega, \mathcal{F})$ is a measure on $(\Omega, \mathcal{F})$ with total mass $\mathbb{P}(\Omega) = 1$. We shall denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the reference probability space. Each $A \in \mathcal{F}$ will be called an event.

There is no loss of generality in assuming, since now, that the reference probability space is complete. By definition, a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is complete if $\mathcal{F}$ contains all $\mathbb{P}$-null sets. Recall that $N \subset \Omega$ is a $\mathbb{P}$-null set if there exists $B \in \mathcal{F}$ such that $N \subset B$ and $\mathbb{P}(B) = 0$. Actually, it is always possible to enlarge the $\sigma$-field $\mathcal{F}$ and extend the probability measure in order to get a complete probability space.

An Euclidean space is a subset of $\mathbb{R}^n$, $n \in \mathbb{N}$, endowed with the topology induced by the euclidean metric of $\mathbb{R}^n$: it will be denoted by $E$. The Borel $\sigma$-algebra of $E$ (i.e., the smallest $\sigma$-algebra which contains all open sets of $E$) will be indicated by $\mathcal{E}$ or $\mathcal{B}(E)$. We denote by $| \cdot |$ and $(\cdot, \cdot)$ respectively the euclidean norm and the inner product in $\mathbb{R}^n$. 

Basic concepts of probability theory
1.1 Measure theory in Euclidean spaces

Let $\mathcal{M}(E)$ be the set of all Borel finite measures on $(E, \mathcal{E})$. Every $\mu \in \mathcal{M}(E)$ is necessarily regular, i.e., for any $B \in \mathcal{E}$ and for every $\varepsilon > 0$, there exists a compact set $K \subset B$ such that $\mu(B \setminus K) < \varepsilon$. For a given $\mu \in \mathcal{M}(E)$ we define:

$$\mu(f) = \int_E f(y) \, d\mu(y), \quad f \in C_b(E);$$

here $C_b(E)$ denotes the Banach space of all real continuous and bounded functions on $E$ endowed with the supremum norm.

The weak convergence of measures in $\mathcal{M}(E)$ is defined as follows:

$$\text{weak convergence: } \mu_n \to \mu \text{ if } \mu_n(f) \to \mu(f) \quad \forall f \in C_b(E).$$

Uniqueness of weak limit follows from the fact that $C_b(E)$ is rich enough to distinguish two measures. Namely, if for two measures $\mu$ and $\nu$ in $\mathcal{M}(E)$ it holds

$$\int_E \phi(x) \, d\mu(x) = \int_E \phi(x) \, d\nu(x)$$

for all $\phi \in C_b(E)$ then $\mu = \nu$.

Finally, note that if the sequence $\{\mu_n\}$ which weakly converge to $\mu$ consists of probability measures then $\mu$ is a probability measure as well.

1.1.1 Fourier transform

Let $\mu \in \mathcal{M}(\mathbb{R}^n)$; its Fourier transform or characteristic function, denoted by $\hat{\mu}$, is a mapping from $\mathbb{R}^n$ into $\mathbb{C}$ defined by

$$\hat{\mu}(u) = \int_{\mathbb{R}^n} e^{i(u,x)} \, d\mu(x), \quad u \in \mathbb{R}^n. \tag{1.1}$$

**Lemma 1.1.** Let $\mu$ be a Borel probability measure on $\mathbb{R}^n$; then its Fourier transform is a uniformly continuous and bounded mapping, with $\hat{\mu}(0) = 1$.

**Proof.** Since $|e^{i(u,x)}| = 1$ for any choice of (real) vectors $u$ and $x$, we get

$$|\hat{\mu}(u)| \leq \int |e^{i(u,x)}| \, d\mu(x) = \int 1 \, d\mu(x) = 1, \quad u \in \mathbb{R}^n,$$

and, in particular, the equality holds for $\hat{\mu}(0)$.

Let us show that $\hat{\mu}$ is uniformly continuous. Fix $\varepsilon > 0$. Since $\mu$ is regular there exists a compact set $K$ such that $\mu(\mathbb{R}^n \setminus K) < \varepsilon$ ($K$ is contained in a ball $B(0, \alpha)$ for some $\alpha > 0$). Using that $|(x, u)| \leq |x| \alpha$, for $u \in K$, we get that there exists $\delta > 0$ such that $|e^{i(x_1, u)} - e^{i(x_2, u)}| = |1 - e^{i((x_2 - x_1), u)}| < \varepsilon$ for $|x_2 - x_1| < \delta$ and for any $u \in K$. Therefore

$$|\hat{\mu}(x_1) - \hat{\mu}(x_2)| \leq \int_{K} |e^{i(x_1, u)} - e^{i(x_2, u)}| \, d\mu(u) + \int_{\mathbb{R}^n \setminus K} |e^{i(x_1, u)} - e^{i(x_2, u)}| \, d\mu(u)$$

$$\leq \varepsilon \mu(K) + 2\mu(\mathbb{R}^n \setminus K) < 2\varepsilon + \varepsilon \mu(\mathbb{R}^n), \quad \text{for } |x_1 - x_2| < \delta.$$

$\square$
Uniqueness and continuity theorem

A basic result in the theory of characteristic functions concerns the continuity of the mapping \( \mu \mapsto \hat{\mu} \) with respect to the weak convergence of measures. This theorem is placed in the very center of probability theory and statistics. As a corollary, we obtain that a characteristic function (or Fourier transform) uniquely determines the measure it comes from.

**Theorem 1.2 (Lévy continuity theorem).** Given a sequence \( \{\mu_n\} \) of Borel probability measures on \( \mathbb{R}^n \), the following hold:

(a) if \( \mu_n \) weakly converges to \( \mu \in \mathcal{M}(\mathbb{R}^n) \), then \( \hat{\mu}_n \to \hat{\mu} \) uniformly on compact sets in \( \mathbb{R}^n \);

(b) if the sequence of Fourier transform \( \hat{\mu}_n \) converges (pointwise) to a function \( \phi \) in \( \mathbb{R}^n \), and moreover \( \phi \) is continuous in \( 0 \), then there exists a unique Borel probability measure \( \mu \) such that \( \phi = \hat{\mu} \) and \( \mu_n \to \mu \) in weak sense.

In particular, if we take \( \mu_n \equiv \nu \), we conclude that a Borel probability measure \( \mu \) on \( \mathbb{R}^n \) is uniquely determined by its characteristic function \( \hat{\mu} \).

1.1.2 Dynkin’s \( \pi \)-\( \lambda \) theorem

We present in this section the \( \pi \)-\( \lambda \) theorem of Dynkin. It is an important tool, which allows to extend a result proved in a class \( \mathcal{C} \) of event to the generated \( \sigma \)-field \( \sigma(\mathcal{C}) \). An application of this result is called monotone-class argument. We first introduce some notation.

Let \( \mathcal{O} \) be a class of subsets of \( \Omega \). We denote by \( \sigma(\mathcal{O}) \) the smallest \( \sigma \)-algebra which contains \( \mathcal{O} \). This is given by the intersection of all \( \sigma \)-algebras in \( \Omega \) containing \( \mathcal{O} \) (note that the collection of all subsets in \( \Omega \) is a \( \sigma \)-algebra which contains \( \mathcal{O} \)).

A class \( \mathcal{A} \) of subsets of \( \Omega \) is called a \( \pi \)-system if it is closed under the action of finite intersections: for any \( A, B \in \mathcal{A} \), \( A \cap B \in \mathcal{A} \). Further, a class \( \mathcal{L} \) is called a \( \lambda \)-system if it verifies the following properties

1. \( \Omega \in \mathcal{L} \);
2. \( \mathcal{L} \) is closed under the action of complement: \( A \in \mathcal{L} \) implies \( A^c \in \mathcal{A} \);
3. \( \mathcal{L} \) is closed under countable union of disjoint sets: if \( \{A_j \in \mathcal{L}, j \in \mathbb{N}\} \) and \( A_i \cap A_j = \emptyset \) for \( i \neq j \), then \( \bigcup_{n \in \mathbb{N}} A_n \in \mathcal{L} \).

**Problem 1.1.**

1. Prove that a class that is both a \( \pi \)-system and a \( \lambda \)-system is a \( \sigma \)-field.
2. Prove that if a \( \lambda \)-system \( \mathcal{L} \) contains both \( A \) and \( A \cap B \), it contains also \( A \cap B^c \).
3. Given two probability measures \( \mathbb{P}_1 \) and \( \mathbb{P}_2 \) on \( (\Omega, \mathcal{F}) \), prove that \( \mathcal{A} = \{A \in \mathcal{F} : \mathbb{P}_1(A) = \mathbb{P}_2(A)\} \) is a \( \lambda \)-system.

We can now state the Dynkin’s \( \pi \)-\( \lambda \) theorem.

**Lemma 1.3.** If \( \mathcal{A} \) is a \( \pi \)-system and \( \mathcal{L} \) is a \( \lambda \)-system, then \( \mathcal{A} \subseteq \mathcal{L} \) implies that \( \sigma(\mathcal{A}) \subseteq \mathcal{L} \).
Proof. We denote \( \ell(\mathcal{A}) \) the minimal \( \lambda \)-system over \( \mathcal{A} \), i.e., the intersection of all \( \lambda \)-systems that contains \( \mathcal{A} \). Further, for any set \( A \), let \( G_A \) denote the class of sets \( B \) such that \( A \cap B \in \ell(\mathcal{A}) \).

To get the result, we prove that \( \ell(\mathcal{A}) \) is a \( \pi \)-system; due to exercise 1.1(1), this means that it is a \( \sigma \)-field, hence it contains \( \sigma(\mathcal{A}) \) (due to the minimality of the \( \sigma \)-algebra \( \sigma(\mathcal{A}) \)); on the other hand, if \( \mathcal{L} \) is a \( \lambda \)-system containing \( \mathcal{A} \), it also contains \( \ell(\mathcal{A}) \), again for the minimality of the \( \lambda \)-system \( \ell(\mathcal{A}) \).

Therefore, we have the following sequence of inclusions:

\[
\mathcal{A} \subset \sigma(\mathcal{A}) \subset \ell(\mathcal{A}) \subset \mathcal{L},
\]

which shows the result.

We proceed with the first step in our construction. If \( A \in \ell(\mathcal{A}) \), \( G_A \) is a \( \lambda \)-system. In fact we have: 1. \( A \cap \Omega = A \in \ell(\mathcal{A}) \), hence \( \Omega \in G_A \); 2. \( B \in G_A \) means \( A \cap B \in \ell(\mathcal{A}) \) then, by exercise 1.1(2), \( A \cap B^c \in \ell(\mathcal{A}) \) and \( B^c \in \ell(\mathcal{A}) \); 3. if \( \{B_n, \ n \in \mathbb{N}\} \subset G_A \) is a sequence of disjoint sets, then \( \{A \cap B_n, \ n \in \mathbb{N}\} \subset \ell(\mathcal{A}) \), so that \( \bigcup (A \cap B_n) = A \bigcap (\bigcup B_n) \in \ell(\mathcal{A}) \) which means \( (\bigcup B_n) \in G_A \).

Now take \( A \in \mathcal{A} \); then for any \( B \in \mathcal{A} \) we have \( B \in G_A \), hence \( A \subset G_A \) and \( \ell(\mathcal{A}) \subset G_A \), due to the minimality of the \( \mathcal{A} \)-field, \( \sigma(\mathcal{A}) \) (due to the minimality of the \( \sigma \)-field), hence it contains \( \sigma(\mathcal{A}) \).

Finally, we have then: if \( A \in \ell(\mathcal{A}) \) and \( B \in \ell(\mathcal{A}) \), then \( A \cap B \in \ell(\mathcal{A}) \), i.e., \( A \cap B \in \ell(\mathcal{A}) \), which means that \( \ell(\mathcal{A}) \) is closed under finite intersection, i.e., it is a \( \pi \)-system.

\[ \square \]

**Problem 1.2.** Using (3) in Exercise 1.1 and Lemma 1.3 prove that two Borel probability measures on \( \mathbb{R} \) which coincide on bounded intervals are equal.

### 1.1.3 Caratheodory’s extension theorem

In this section, we recall the celebrated Caratheodory’s extension theorem; we shall let some details from measure theory as exercises. This result will be used in constructing gaussian measures on the space \((\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty))\), as well as in the proof of Kolmogorov’s extension theorem.

We define \( \mathbb{R}^\infty \) as the vector space of all real valued sequences, endowed with the product topology; it becomes a complete separable metric space by considering the distance

\[
d(x,y) = \sum_{k=1}^{\infty} 2^{-k} \frac{|x_k - y_k|}{1 + |x_k - y_k|}, \quad x = \{x_k\}, \ y = \{y_k\} \in \mathbb{R}^\infty,
\]

which induces exactly the product topology.

On the space \( \mathbb{R}^\infty \) we consider the family \( \mathcal{R} \) of all cylindrical sets \( I_{k_1,\ldots,k_n,A} \), where \( n \in \mathbb{N}, \ k_1,\ldots,k_n \in \mathbb{N} \) and \( A \in \mathcal{B}(\mathbb{R}^n) \),

\[
I_{k_1,\ldots,k_n,A} := \{x \in \mathbb{R}^\infty : (x_{k_1},\ldots,x_{k_n}) \in A\}.
\]

It is clear that the family \( \mathcal{R} \) of cylindrical sets is an algebra. For instance,

\[
(I_{k_1,\ldots,k_n,A})^c = I_{k_1,\ldots,k_n,A^c}.
\]

Note that the \( \sigma \)-algebra generated by the algebra \( \mathcal{R} \) of cylindrical sets coincides with the Borel \( \sigma \)-algebra generated by all open sets of \( \mathbb{R}^\infty \). Indeed, any closed ball with respect to the metric \( d \) is a countable intersection of cylindrical sets.
The following definition concerns the continuity of a measure.

**Definition 1.4.** Let $\mathcal{R}$ be an algebra of subsets of $\Omega$. We say that a collection $\{A_n\} \subset \mathcal{R}$ decreases to 0 if $A_{n+1} \subset A_n$ for each $n$ and $\bigcap_{n=1}^{\infty} A_n = \emptyset$.

A pre-measure $\mu : \mathcal{R} \to [0,1]$ is continuous in 0 if for every sequence $\{A_n\} \subset \mathcal{R}$ decreasing to 0, it follows that $\mu(A_n) \to 0$ as $n \to 0$.

**Problem 1.3.** We are given an algebra $\mathcal{R}$; every pre-measure $\mu$ on $\mathcal{R}$ which is continuous in 0, is also $\sigma$-additive. On the other hand, every finite $\sigma$-additive pre-measure $\mu$ is continuous in 0.

The main result in this section deals with the following problem: given a probability pre-measure $\mu$ on a space $\Omega$, that is $\sigma$-additive on an algebra $\mathcal{R}$, is it possible to extend it univocally to a $\sigma$-additive measure defined on a $\sigma$-algebra which contains $\mathcal{R}$? The answer is positive, if we take, as $\sigma$-algebra containing $\mathcal{R}$, the $\sigma$-algebra $\sigma(\mathcal{R})$; this result is stated in the next Caratheodory’s extension theorem.

**Theorem 1.5.** Let $\mu$ be a pre-measure on $(\Omega, \mathcal{R})$, where $\mathcal{R}$ is an algebra; assume that $\mu$ is continuous in 0 and that $\mu(\Omega) = 1$. Then, there exists a unique probability measure (that we will still denote by $\mu$) which extends $\mu$ to the $\sigma$-algebra $\sigma(\mathcal{R})$.

### 1.2 Random variables

A function $X : \Omega \to E$ which is measurable from $(\Omega, \mathcal{F})$ into $(E, \mathcal{E})$ is called a random variable on $(\Omega, \mathcal{F})$ with values in $E$. The $\sigma$-field generated by $X$, denoted by $\sigma(X)$, is the smallest $\sigma$-field which makes $X$ measurable. It is clear that $\sigma(X)$ coincides with the set $\{X^{-1}(B), B \in \mathcal{E}\}$; moreover the assertion that $X$ is a random variable is equivalent to say that $\sigma(X) \subset \mathcal{F}$.

In general, given a set $\{X_t, t \in T\}$ of random variables, where $T$ is a set of indices, the smallest $\sigma$-algebra with respect to which all the random variables $X_t$ are measurable is called the $\sigma$-algebra generated by $\{X_t\}$ and is denoted with $\sigma(X_t, t \in T)$.

For any set $A \in \mathcal{E}$, $(X \in A)$ or $\{X \in A\}$ will denote the event $X^{-1}(A) = \{\omega \in \Omega \mid X(\omega) \in A\}$. The law of $X$ is the probability measure $\mu_X$ on $(E, \mathcal{E})$ defined as

$$
\mu_X(A) = \mathbb{P}(X \in A), \quad A \in \mathcal{E}.
$$

A random variable $X$ is said to have a property $T$ $\mathbb{P}$-almost surely (abbreviated as a.s.) or with probability 1, if

$$
A = \{\omega \in \Omega : \text{X(\omega) has the property } T\} \in \mathcal{F}
$$

and further $\mathbb{P}(A) = 1$.

For a random variable $X$ taking values in $\mathbb{R}^d$, we define the distribution function $F : \mathbb{R}^d \to [0,1]$

$$
F(x_1, \ldots, x_d) = \mathbb{P}(X_1 \leq x_1, \ldots, X_d \leq x_d).
$$

$F$ determines the law of the random variable.

An important class of random variables is given by those $X$ whose law is absolutely continuous with respect to the Lebesgue measure. In that case, there exists a density function $f : \mathbb{R}^d \to \mathbb{R}$, $f \geq 0$ and $\int_{\mathbb{R}^d} f(x) dx = 1$, with the property

$$
\mu(A) = \int_A f(x) dx, \quad A \in \mathcal{B}(\mathbb{R}^d).
$$
1.2.1 Integration

The expected value or mean of a random variable $X$ on $(\Omega, \mathcal{F}, P)$ is the Lebesgue integral

$$E[X] = \int_\Omega X(\omega) P(d\omega).$$

All the definitions and results from integration theory apply. If $X$ is real valued, non-negative, its expected value always exists (eventually equals $+\infty$); if $X$ is real valued, we say that $X$ has (finite) mean if at least one (resp., both) of $E[X^+]$ and $E[X^-]$ is finite, in which case we set $E[X] = E[X^+] - E[X^-]$. In the same way, given an $E$-valued random variable $X$, we shall say that $|X|$ has finite mean if $|X|$ is integrable, i.e., if $E[|X|] < \infty$. In a natural way, we can say that $X$ has finite $p$-th moment if $X \in L^p(\Omega, E)$, $1 \leq p < +\infty$ (the norms of $L^p(\Omega, E)$ is given by $\|X\|_p = E[|X|^p]^{1/p}$, $1 \leq p < +\infty$); $X$ is bounded if $X \in L^\infty(\Omega, E)$.

We shall frequently refer to the following change-of-variables formula for integrals, which allows to evaluate the expected value of a random variable $X$ using an integral in $X$.

**Proposition 1.6.** Given $X : \Omega \to E$ a random variable having law $\mu$, let $f : (E, \mathcal{E}) \to (\mathbb{R}, \mathcal{B}(\mathbb{R}))$ be a measurable function. Then $f$ is $\mu$-integrable if and only if $f \circ X$ is $P$-integrable, and in this case it holds

$$\int_E f(x) \mu(dx) = \int_\Omega f(X(\omega)) P(d\omega) = E[f(X)].$$

For a one-dimensional random variable $X$, the $k$-th (absolute) moment of $X$ is determined by

$$E[|X|^k] = \int_\mathbb{R} |x|^k \mu(dx), \quad k \in \mathbb{N}.$$ 

If the first two moments of $X$ exist finite, we define the variance of $X$


In case $X$ has a density function $f$, it holds

$$E[g(X)] = \int_E g(x) f(x) dx,$$

for any Borel measurable function $g$ provided that $g \cdot f$ is integrable.

**Example 1.7.** There is an interesting relationship between moments and tail probability. Assume that $X$ is a real valued random variable with $X \geq 0$ a.s., having a density function $f$; an application of Fubini’s theorem implies

$$E[X^p] = \int_0^\infty x^p f(x) dx = \int_0^\infty \left( \int_0^x t^{p-1} dt \right) f(x) dx$$

$$= \int_0^\infty t^{p-1} dt \int_t^\infty f(x) dx = \int_0^\infty t^{p-1} P(X > t) dt, \quad p > 0.$$
Moreover, if $X$ is a random variable with distribution $\mu$, then its characteristic function $\varphi_X$ is given by

$$\varphi_X(u) = \mathbb{E}[e^{iuX}] = \int e^{i(u,x)} \mu(dx) = \hat{\mu}(u), \ u \in \mathbb{R}^n.$$  

Remark that the existence of finite moments for $X$ implies also regularity of the characteristic function $\varphi_X$. For instance, assume that $X$ has finite mean; then $\varphi_X$ is differentiable and

$$\frac{\partial}{\partial u_j} \varphi_X(u) = i \int x_j e^{i(u,x)} \mu(dx).$$

In particular, $\nabla_u \varphi_X(0) = i \mathbb{E}[X]$.

This result extends to higher order moments as well. If $X$ has finite second moment, then the Hessian matrix of $\varphi_X(u)$ computed in $u = 0$ is equal to minus the covariance matrix\footnote{the covariance matrix of a random vector $X = (X_1, \ldots, X_n)$ is the symmetric matrix $Q = (q_{ij})$ with entries $q_{ij} = \mathbb{E}[(X_i - \mathbb{E}[X_i])(X_j - \mathbb{E}[X_j])], \ i,j = 1, \ldots, n.$} of $X$.

Among all the results about integration, there stand two specific inequalities of probability measures.

**Proposition 1.8 (Jensen’s inequality).** Let $X$ be an integrable $\mathbb{R}^d$-valued random variable and let $\Phi : \mathbb{R}^d \to \mathbb{R}$ be a convex function. Then $Y = \Phi(X)$ is a real valued random variable, lower semi-integrable, and

$$\mathbb{E}(\Phi(X)) \geq \Phi(\mathbb{E}(X)). \tag{1.2}$$

**Proposition 1.9 (Chebyshev’s inequality).** Let $X$ be a real valued, square integrable random variable. Then for every $\alpha > 0$:

$$\mathbb{P}(|X - \mathbb{E}(X)| \geq \alpha) \leq \frac{1}{\alpha^2} \mathbb{V}(X). \tag{1.3}$$

If further $X$ has finite $p$-th moment, then it holds

$$\mathbb{P}(|X| \geq \alpha) \leq \frac{\mathbb{E}(|X|^p)}{\alpha^p} \tag{1.4}$$

for every $\alpha > 0$.

**1.2.2 Convergence in law**

Let $\{X_n\}$ be a sequence of random variables taking values in some Euclidean space $(E, \mathcal{E})$ (a priori, there is a different reference probability space for each $X_n$). The sequence $\{X_n, \ n \in \mathbb{N}\}$ converges in law to some random variable $X$ if the relative sequence of distribution laws $\{\mu_n\}$ is weakly convergent to the law $\mu$ of $X$, i.e., for every $\phi : E \to \mathbb{R}$ continuous and bounded,

$$\int_E \phi(x) \mu_n(dx) \longrightarrow \int_E \phi(x) \mu(dx) \quad \text{as } n \to \infty.$$  

It is natural to compare the convergence in law with other type of convergence for random variables. Assuming that all the random variable $X_n$ are defined on the same probability space, we say that
(1) \{X_n, n \in \mathbb{N}\} converges a.s. to \(X\) if \(\mathbb{P}(\lim_{n \to \infty} X_n = X) = 1\);
(2) \{X_n, n \in \mathbb{N}\} converges in probability to \(X\) if for any \(\varepsilon > 0\), \(\mathbb{P}(|X_n - X| > \varepsilon) \to 0\), as \(n \to \infty\);
(3) \{X_n, n \in \mathbb{N}\} converges in \(L^p\), \(p \geq 1\), to \(X\) (assuming in addition that \(X_n\) and \(X\) are in \(L^p(\Omega, E)\)) if \(\lim_{n \to \infty} \mathbb{E}[|X_n - X|^p] = 0\).

It turns out that (1) \(\Rightarrow\) (2) \(\Rightarrow\) (convergence in law) and moreover (3) \(\Rightarrow\) (2). In general, these implications can not be reversed.

### 1.2.3 Independence

In general, the idea of independence can be formulated for events \(A \in \mathcal{F}\), for random variables and for \(\sigma\)-algebras.

1. Given two events \(A\) and \(B\) (elements of \(\mathcal{F}\)), we say that they are independent if \(\mathbb{P}(A \cap B) = \mathbb{P}(A)\mathbb{P}(B)\).
2. Given two random variables \(X\) and \(Y: \Omega \to \mathbb{E}\), they are independent if, for every \(F, G \in \mathcal{E}\):
   \[
   \mathbb{P}(X \in F, Y \in G) = \mathbb{P}(X \in F)\mathbb{P}(Y \in G),
   \]
   where as usual \((X, Y) = \{(\omega) : X(\omega) \in F, Y(\omega) \in G\}\).
3. We shall say that two sub-\(\sigma\)-algebrae \(\mathcal{F}'\) and \(\mathcal{G}'\) of \(\mathcal{F}\) are independent if for any \(F \in \mathcal{F}'\) and \(G \in \mathcal{G}'\), \(F \in \mathcal{G}'\), \(F \in \mathcal{G}'\) are independent.

Previous definition of independence easily extends from two to any finite number of objects. For instance, 3. becomes

3’. given \(\mathcal{F}_1, \ldots, \mathcal{F}_m\) sub-\(\sigma\)-fields in \(\mathcal{F}\), they are (globally) independent if for any choice of \(F_1 \in \mathcal{F}_1, \ldots, F_m \in \mathcal{F}_m\), \(F_1, \ldots, F_m\) are independent (in particular, thanks to the arbitrariness of our choice of \(F_1, \ldots, F_m\), it is enough to show that \(\mathbb{P}(\bigcap_{i=1}^m F_i) = \prod_{i=1}^m \mathbb{P}(F_i)\)).

It will be also necessary to talk about independence for an infinite number of objects; then, we shall require that any finite subset of objects consists of independent objects.

**Problem 1.4.** Show that two events \(A\) and \(B\) are independent if and only if the random variables \(1_A\) and \(1_B\) are independent (hence 1. is a special case of 2.).

Further, it is easy to show that also 2. is a special case of 3., i.e., two random variables \(X\) and \(Y\) are independent if and only if \(\sigma(X)\) and \(\sigma(Y)\) are such.

Finally, we say that a random variable \(X\) is independent from a sub-\(\sigma\)-field \(\mathcal{G}\) if the \(\sigma\)-field generated by \(X\), i.e., \(\sigma(X)\), is independent from \(\mathcal{G}\).

As an application of Dynkin’s \(\pi-\lambda\) theorem, we can prove the following property of random variables.

**Problem 1.5.** Let \(X_1, \ldots, X_n\) be random variables with values in \(\mathbb{R}^k\) and laws \(\mu_1, \ldots, \mu_n\) respectively. Set \(X = (X_1, \ldots, X_n)\) that is a random vector with values in \(\mathbb{R}^{nk}\).
(a) Prove that $X_1, \ldots, X_n$ are independent if and only if $\mu_X = \mu_1 \otimes \cdots \otimes \mu_n$ on $\mathcal{B}(\mathbb{R}^n)$ (i.e., $\mu_X$ is the product measure of $\mu_1, \ldots, \mu_n$).

(b) Assume that $k = 1$; then the random variables $X_1, \ldots, X_n$ are independent if and only if for any choice of intervals $(a_1, b_1), \ldots, (a_n, b_n)$ it holds
\[
\mathbb{P}(a_1 \leq X_1 < b_1, \ldots, a_n \leq X_n < b_n) = \prod_{i=1}^n \mathbb{P}(a_i \leq X_i < b_i).
\]

(c) Assume again that $k = 1$; then the random variables $X_1, \ldots, X_n$ are independent if and only if for any choice of functions $f_1, \ldots, f_n : \mathbb{R} \to \mathbb{R}$, Borel measurable and bounded, it holds
\[
\mathbb{E}[f_1(X_1) \ldots f_n(X_n)] = \mathbb{E}[f_1(X_1)] \ldots \mathbb{E}[f_n(X_n)].
\]

(d) Let $\varphi_{X_i}$ be the characteristic function of $X_i$ and $\varphi_X$ the characteristic function of the vector $X$. Then $X_1, \ldots, X_n$ are independent if and only if
\[
\varphi_X(u) = \varphi_{X_1}(u_1) \cdots \varphi_{X_n}(u_1), \quad u \in \mathbb{R}^n.
\]

**Problem 1.6.**

(a) If real random variables $X_1, \ldots, X_n$ are independent and belongs to $L^2$, then
\[
\text{Var}(X_1 + \cdots + X_n) = \text{Var}(X_1) + \cdots + \text{Var}(X_n).
\]

(b) Let $X$ and $Y$ be real valued random variables, independent and such that $XY$ is integrable; then
\[
\mathbb{E}[XY] = \mathbb{E}[X] \mathbb{E}[Y].
\]

Construct two random variables which show that the converse implication does not hold in $(\Omega, \mathcal{F}, \mathbb{P})$, where $\Omega = [-1/2, 1/2]^2$, $\mathcal{F} = \mathcal{B}([-1/2, 1/2]^2)$ and $\mathbb{P}$ is the two-dimensional Lebesgue measure.

### 1.3 Conditional expectation

It is customary to link the idea of conditional probability with the concept of “partial information”; in this section we consider what happens to a random variable in case we modify the information, i.e., we condition with respect to a sub-$\sigma$-algebra.

Let $\mathcal{G}$ be a given sub-$\sigma$-field in $\mathcal{F}$ and let $X$ be an integrable random variable; note that $X$ in general is not measurable with respect to $\mathcal{G}$. Assume first that $X \geq 0$ a.s. Then we may define $Q(A) = \mathbb{E}[X \mathbb{1}_A]$ for any $A \in \mathcal{G}$; since $Q$ is a positive measure on $(\Omega, \mathcal{G})$, absolutely continuous with respect to the restriction of $\mathbb{P}$ to $\mathcal{G}$ (still denoted by $\mathbb{P}$), we know by the Radon-Nykodem theorem that there exists an $\mathcal{G}$-measurable integrable random variable $Z = \frac{dQ}{d\mathbb{P}}$. For any $A \in \mathcal{G}$, we get
\[
\mathbb{E}[\mathbb{1}_A Z] = Q(A) = \mathbb{E}[\mathbb{1}_A X]. \tag{1.5}
\]

Moreover $Z$ is unique a.s. In the general case, write $X = X_+ - X_-$, where $X_+ = X \vee 0$ and $X_- = (-X) \vee 0$, and consider as before $Z_+$ and $Z_-$. Define $Z = Z_+ - Z_- \in L^1(\Omega, \mathcal{G}, \mathbb{P})$. It is clear that $Z$ verifies (1.5) and $Z$ is unique a.s. We have just proved the following result.
Theorem 1.10 (Existence and uniqueness of conditional expectation). Let $X$ be a real-valued, integrable random variable on $(\Omega, \mathcal{F}, \mathbb{P})$ and let $\mathcal{G}$ be a sub-$\sigma$-field in $\mathcal{F}$; then there exists a random variable $Z = \mathbb{E}(X \mid \mathcal{G})$ which is integrable, $\mathcal{G}$-measurable, and verifies (1.5). Further, $Z$ is unique: if $Z_1$ and $Z_2$ are integrable, $\mathcal{G}$-measurable, random variables which satisfy (1.5), then $Z_1 = Z_2$ almost surely.

Definition 1.11. Let $X$ be an integrable random variable. The integrable $\mathcal{G}$-measurable random variable $Z$ which verifies (1.5) is called the conditional expectation of $X$ given $\mathcal{G}$. We set $Z = \mathbb{E}(X \mid \mathcal{G})$.

Notice that the conditional expectation is an “equivalent class” of random variables; hence all the statement below shall be meant to hold almost surely (or, “there exists a version of $\mathbb{E}(X \mid \mathcal{G})$ such that...”).

The following result may be useful in some applications. To prove it, use properties of $\pi$-systems from section 1.2.3.

Theorem 1.12. Assume that

1. $Z$ is $\mathcal{G}$-measurable;
2. $\mathbb{E}(Z \mathbf{1}_D) = \mathbb{E}(X \mathbf{1}_D)$ as $D$ varies in a $\pi$-system $\mathcal{D} \subset \mathcal{G}$ which contains $\Omega$ and generates $\mathcal{G}$, i.e., $\sigma(\mathcal{D}) = \mathcal{G}$.

Then $Z = \mathbb{E}(X \mid \mathcal{G})$.

Example 1.13. Let us show how elementary conditional probability $\mathbb{P}(A \mid B)$, $A, B \in \mathcal{F}$, is related to our new terminology. To this purpose, let $X$ be an integrable random variable on $(\Omega, \mathcal{F}, \mathbb{P})$ – that, in particular, we can think as the indicator function of the event $A \in \mathcal{F}$ – and let $\mathcal{G}$ be a sub-$\sigma$-algebra in $\mathcal{F}$. Assume that $\mathcal{G}$ is generated by a partition $\{B_i, i \in I\}$ of $\Omega$, where $I$ is a numerable set of indices (in particular, we can consider $\mathcal{G} = \mathcal{G}_0 = \{\Omega, B, B^c, \emptyset\}$); then (almost surely) it holds

$$\mathbb{E}(X \mid \mathcal{G}) = \sum_{i \in I} \mathbb{E}_{B_i}(X) \mathbf{1}_{B_i},$$

where $\mathbb{E}_{B_i}(X)$ is the mean of $X$ on $B_i$:

$$\mathbb{E}_{B_i}(X) = \frac{1}{\mathbb{P}(B_i)} \int_{B_i} X \mathbb{P}(d\omega), \quad \text{if } \mathbb{P}(B_i) > 0$$

while we set $\mathbb{E}_{B_i}(X) = 0$ if $\mathbb{P}(B_i) = 0$. Notice that $\mathbb{E}(X \mid \mathcal{G})$ is constant on each $B_i$.

Thus, as a special case of (1.6), we have, for any $\omega \in B$,

$$\mathbb{P}(A \mid B) := \mathbb{E}(\mathbf{1}_A \mid \mathcal{G}_0)(\omega) = \frac{1}{\mathbb{P}(B)} \int_{B} \mathbf{1}_A \mathbb{P}(d\omega) = \frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)}.$$  

The next result provides some general properties of the conditional expectation. The proof is immediate and we leave it to the reader.

Proposition 1.14. Let $X$ and $Y$ be real-valued, integrable random variables on $(\Omega, \mathcal{F}, \mathbb{P})$ and let $\mathcal{G}$ be sub-$\sigma$-field in $\mathcal{F}$; we have, a.s.,
(1) \[ E(\alpha X + \beta Y \mid \mathcal{G}) = \alpha E(X \mid \mathcal{G}) + \beta E(Y \mid \mathcal{G}), \quad \alpha, \beta \in \mathbb{R}; \]

(2) \[ E(X \mid \mathcal{G}) = X \text{ if } X \text{ is } \mathcal{G}-\text{measurable}; \]

(3) \[ E(X \mid \mathcal{G}) = E(X) \text{ if } X \text{ is independent from } \mathcal{G}; \]

(4) \[ E(XY \mid \mathcal{G}) = X E(Y \mid \mathcal{G}) \text{ if } X \text{ is } \mathcal{G}-\text{measurable and bounded.} \]

**Proposition 1.15.** If \( X \) is integrable and the sub-\( \sigma \)-fields \( \mathcal{G} \) and \( \mathcal{G}' \) of \( \mathcal{F} \) satisfy \( \mathcal{G} \subset \mathcal{G}' \), then \[ E(E(X \mid \mathcal{G}') \mid \mathcal{G}) = E(X \mid \mathcal{G}) \text{ with probability 1.} \]

This result is known as “absorbing property” of conditional expectation. Heuristically, it says that averaging \( X \) with respect to a \( \sigma \)-field \( \mathcal{G}' \), then taking another averaging with respect to a smaller \( \sigma \)-field \( \mathcal{G} \) is the same that taking the average directly with respect to \( \mathcal{G} \).

**Proof.** Let us denote \( Y = E(X \mid \mathcal{G}) \) and \( Y' = E(X \mid \mathcal{G}') \). For any \( B \in \mathcal{G} \) we have \[ E[1_B \mid \mathcal{G}] = E[1_B \mid \mathcal{G}'], \]

and also \[ E[1_B] = E[X \mid \mathcal{G}'], \]

hence \[ Y = E(Y' \mid \mathcal{G}) = E(E(X \mid \mathcal{G}') \mid \mathcal{G}). \]

The following result is a generalization of Jensen’s inequality for the conditional expectation.

**Proposition 1.16.** Let \( X \) be a real-valued, integrable random variable on \((\Omega, \mathcal{F}, \mathbb{P})\) and let \( \mathcal{G} \) be a sub-\( \sigma \)-field in \( \mathcal{F} \). If \( \Phi \) is a convex real function such that \( \Phi(X) \) is an integrable random variable, then \[ E(\Phi(X) \mid \mathcal{E}) \geq \Phi(E(X \mid \mathcal{E})). \]

The above property is formally written as the usual Jensen’s inequality for the expectation. However, we shall not forget that the conditional expectation is a random variable, while mathematical expectation is a number.

Notice that for every \( p \geq 1 \) the mapping \( x \mapsto |x|^p \) is a convex function on \( \mathbb{R} \). As a consequence of Jensen’s inequality we obtain, for every \( X \in L^p \):

\[ |E(X \mid \mathcal{E})|^p \leq E(|X|^p \mid \mathcal{E}) \]

and also \[ E|E(X \mid \mathcal{E})|^p \leq E(|X|^p), \]

which shows that \[ X \in L^p(\Omega) \implies E(X \mid \mathcal{E}) \in L^p(\Omega). \]

Moreover the conditional expectation is a linear contraction in each \( L^p(\Omega), p \geq 1 \).

**Problem 1.7.**

1. Prove Theorem 1.12.
2. Prove the following converse of property (3) in Proposition 1.14: let \( X \) be a \( d \)-dimensional random variable and \( \mathcal{D} \subset \mathcal{F} \) a \( \sigma \)-algebra such that \[ E[e^{i\langle \lambda, X \rangle} \mid \mathcal{D}] = E[e^{i\langle \lambda, X \rangle}] \quad \text{a.s.} \]
   for any \( \lambda \in \mathbb{R}^d \). Then \( X \) and \( \mathcal{D} \) are independent.
3. Prove the following form of property (4) in Proposition 1.14: if \( X \) is \( \mathcal{G} \)-measurable, and \( Y \) and \( XY \) are integrable, then \[ E[XY \mid \mathcal{G}] = X E[Y \mid \mathcal{G}]. \]
1.4 Stochastic processes

Given an Euclidean space $E$ and a set of indices $T$, we consider a mapping $X : (\Omega, \mathcal{F}) \to (E^T, \mathcal{E}^T)$, where $\mathcal{E}^T$ is the minimal $\sigma$-field which makes measurable the coordinate variables $\pi_t : E^T \to E$, $\pi_t f = f(t)$. $X$ is measurable if and only if $X_t = \pi_t \circ X : \Omega \to E$ is measurable for every $t \in T$.

Further, there exists on $\Omega$ a minimal $\sigma$-field which makes measurable all the coordinate random variables $X_t : \Omega \to E$. We can see $X$ as a collection $X = \{X_t, t \in T\}$ of random variables, taking values in $E$, but also as a function $X = X(t, \omega) : T \times \Omega \to E$. We shall call $X$ a stochastic process if $T$ is a subset of the real line, and $t \in T$ is meant to represent time.

The space $E$ is called the state space. Intuitively, using the identification $\omega \mapsto \{t \to X(t, \omega)\}$ we can consider $\Omega \subset E^T$; thus, $\Omega$ can be thought of as a path space. Sometimes, we will proceed with the identification $\Omega = E^T$. The examples of interest for us will be $T = \mathbb{N}$, $\mathbb{Z}$, $[0, \infty)$, $\mathbb{R}$ while $E$ will be a discrete set (Poisson process), or the Euclidean space $\mathbb{R}^n$ ($n \geq 1$).

Poisson process

Let us consider a telephone exchange; calls arrive in sequence, one after the other, and we may count both the number of calls $N_t$ arrived before (or at) time $t$, or the (random) time of awaiting $X_n$ between call $n - 1$ and call $n$. Fix an initial time $t = 0$, and let $S_n = X_1 + \cdots + X_n$ the time of arrival of $n$-th call. In general, any possible choice of the random variables $X_n$ is allowed, with no restriction on being identically distributed or independent; we shall only assume the following

$$X_j(\omega) > 0, \quad \sum_{n=1}^{\infty} X_n(\omega) = \infty, \quad (1.7)$$

for (almost) every $\omega \in \Omega$. The same can be expressed in terms of the $S_n$, asking that

$$S_1(\omega) > 0, \quad S_n(\omega) > S_{n-1}(\omega), \quad \sup_n S_n(\omega) = \infty.$$

The number of calls occurring in the interval $[0, t]$ is denoted by $N_t; \{N_t, t \geq 0\}$ is a stochastic process, said the counting process, having continuous time and countable state space. Hence $\{N_t, t \geq 0\}$ is given by

$$N_t(\omega) = \sum_{n \geq 1} 1_{\{S_n \leq t\}}(\omega) = \sum_{n \geq 1} n 1_{\{S_n \leq t < S_{n+1}\}}(\omega), \quad \omega \in \Omega,$$

where $X_n$ are given random variables defined on the reference probability space $(\Omega, \mathcal{F}, \mathbb{P})$, such that (1.7) holds and $S_n = X_1 + \cdots + X_n$, $n \geq 1$. Note that $N_t$ takes values in $\mathbb{N}$ and moreover $N_0 = 0$ a.s.

By definition, a Poisson process is a counting process related to a sequence of waiting times $X_n$ which are independent, identically distributed and have exponential distribution of parameter $\lambda > 0$, i.e., $X_n : \Omega \to (0, +\infty)$, a.s., and

$$\mathbb{P}(X_n > t) = e^{-\lambda t}, \quad t > 0$$

(the exponential distribution of parameter $\lambda > 0$, has density function $\lambda e^{-\lambda t}$ on $(0, \infty)$).
As a first step, we compute the distribution of \( S_n \). Notice that we have \( \{S_n > t\} = \{N_t < n\} \). Using the independence of \( \{X_k\} \), we know that the density function \( f_n(x) \) of \( S_n \) is the \( n \)-time convolution of \( f_1(x) = \lambda e^{-\lambda x} \), \( x > 0 \). We claim that

\[
f_n(t) = \lambda e^{-\lambda t} \frac{(\lambda t)^{n-1}}{(n-1)!}, \quad t > 0, \ n = 1, 2, \ldots
\]

To prove this it is sufficient to see that

\[
f_n * f_1(t) = \int_0^t f_n(t-s)f_1(s) \, ds = f_{n+1}(t).
\]

Using the density \( f_n(t) \), we compute

\[
P(S_n > t) = \int_t^\infty f_n(s) \, ds = \sum_{k=0}^{n-1} e^{-\lambda t} \frac{(\lambda t)^k}{k!}.
\]

Now, for any \( t \geq 0 \), the event \( \{N_t = 0\} \) means that nothing happens in the interval \([0, t]\), that is, \( \{X_1 > t\} \) and so \( P(N_t = 0) = P(X_1 > t) = e^{-\lambda t} \). We can easily compute the distribution of \( N_t \):

\[
P(N_t = n) = P(S_n \leq t < S_{n+1}) = P(S_n \leq t, S_{n+1} > t) = P(S_{n+1} > t) - P(S_n > t) = e^{-\lambda t} \frac{(\lambda t)^n}{n!}.
\]

**Lemma 1.17.** A Poisson process verifies the following properties:

1. for \( 0 < t_1 < \cdots < t_n, \ N_{t_1}, N_{t_2} - N_{t_1}, \ldots, N_{t_n} - N_{t_{n-1}} \) are independent, and
2. \( \mathbb{P}(N_{t_k} - N_{t_{k-1}} = n) = e^{-\lambda (t_k - t_{k-1})} \frac{(\lambda (t_k - t_{k-1}))^n}{n!} \), for \( n \in \mathbb{N} \).

**Assertion (1)** says that the Poisson process has independent increments; assertion (2) says that the increment \( N_t - N_s \) has a Poisson distribution of parameter \( \lambda(t - s) \), for any \( t > s > 0 \).

**Proof.** We can fix \( t > 0 \) and see what happens after time \( t \). By definition, \( S_{N_t} \leq t < S_{N_t+1} \), where \( S_{N_t}(\omega) := S_{N_t}(\omega) \) for \( \omega \in \Omega \); the waiting time before the first call after \( t \) is \( S_{N_t+1} - t \), the waiting times between the first and the second call after \( t \) is \( X_{N_t+2} = (S_{N_t+2} - t) - (S_{N_t+1} - t) \), and so on. Therefore, we can define a new sequence of waiting times

\[
X_1^t = S_{N_t+1} - t, \ X_2^t = X_{N_t+2}, \ldots
\]

and a new counting process

\[
N_s^t = N_{t+s} - N_t
\]

such that \( N_s^t \geq n \) if and only if \( X_1^t + \cdots + X_n^t \leq s \), or

\[
N_s^t = \max\{n : X_1^t + \cdots + X_n^t \leq s\}.
\]

Notice the similarity between the definitions of \( N_s \) and \( N_s^t \), which differs only for the use of different (“shifted”) random waiting times.
We show next that \( \{N_t^i, s \geq 0\} \) is again a Poisson process, proving that \( X_j^i \) are independent, identically distributed and with exponential distribution of parameter \( \lambda \). This will immediately imply the assertion (2).

We first verify that \( X_1^i \) is exponentially distributed; to this purpose we fix \( n \) and \( t \), and consider the probability

\[
P(S_n \leq t < S_{n+1}, S_{n+1} - t > s) = \mathbb{P}(S_n \leq t, X_{n+1} + S_n > s + t)
= \mathbb{E}[\mathbf{1}_{(0,t)}(S_n) \mathbf{1}_{(s+t,\infty)}(S_n + X_{n+1})].
\]

In order to compute the last expectation, we use the independence of \( S_n \) and \( X_{n+1} \). This gives that the law of the random variable \( (S_n, X_{n+1}) \) with values in \((0, +\infty)^2\) is the product of the laws of \( S_n \) and \( X_{n+1} \). Hence we have

\[
P(S_n \leq t < S_{n+1}, S_{n+1} - t > s) = \mathbb{E}[\mathbf{1}_{(0,t)}(S_n) \mathbf{1}_{(s+t,\infty)}(S_n + X_{n+1})]
= \int_0^t \lambda e^{-\lambda u} \frac{(\lambda u)^{n-1}}{(n-1)!} \, du \int_0^\infty \mathbf{1}_{(s+t,\infty)}(u + v) \lambda e^{-\lambda v} \, dv
= \int_0^t \lambda e^{-\lambda u} \frac{(\lambda u)^{n-1}}{(n-1)!} \, du \int_{s+t-u}^\infty \lambda e^{-\lambda v} \, dv
= \int_0^t \lambda e^{-\lambda u} \frac{(\lambda u)^{n-1}}{(n-1)!} \, du \left( e^{-\lambda (s+t-u)} - e^{-\lambda s} \right)
= e^{-\lambda t} e^{-\lambda t} (\lambda t)^n n! = e^{-\lambda t} \mathbb{P}(S_n \leq t < S_{n+1}).
\]

Now, setting \( S_0 = 0 \),

\[
\mathbb{P}(X_1^i > R) = \sum_{n \geq 0} \mathbb{P}(S_{N_i+1} - t > R, N_i = n) = \sum_{n \geq 0} \mathbb{P}(S_{n+1} - t > R, S_n \leq t < S_{n+1})
= \sum_{n \geq 0} e^{-\lambda R} e^{-\lambda t} \left( \frac{(\lambda t)^n}{n!} \right) = e^{-\lambda R}, \quad R > 0.
\]

This shows that \( X_1^i \) is exponentially distributed. It is easy to check that also \( X_j^i, j \geq 2 \), are exponentially distributed with parameter \( \lambda \).

Concerning the independence of \( X_1^i \), we only verify that \( X_1^i \) and \( X_2^i \) are independent. The proof of the independence of any finite subset of \( \{X_j^i\} \) follows in the same way. For any \( R, M > 0 \), we get

\[
\mathbb{P}(X_1^i > R, X_2^i > M) = \sum_{n \geq 0} \mathbb{P}(S_{N_i+1} - t > R, X_{N_i+2} > M, N_i = n)
= \sum_{n \geq 0} \mathbb{P}(S_{n+1} - t > R, X_{n+2} > M, S_n \leq t < S_{n+1})
= \mathbb{P}(X_{n+2} > M) \sum_{n \geq 0} \mathbb{P}(S_{n+1} - t > R, S_n \leq t < S_{n+1}) = e^{-\lambda M} \sum_{n \geq 0} e^{-\lambda R} e^{-\lambda t} \left( \frac{(\lambda t)^n}{n!} \right)
= e^{-\lambda M} e^{-\lambda R} = \mathbb{P}(X_1^i > R) \mathbb{P}(X_2^i > M).
\]

Let us come back to formula (1.8). This formula can be generalized as follows.
\[ \mathbb{P}(S_n \leq t < S_{n+1}, S_{n+1} - t > s_1, X_{n+2} > s_2, \ldots, X_{n+j} > s_j) = \mathbb{P}(S_n \leq t < S_{n+1})e^{-\lambda s_1} \cdots e^{-\lambda s_j}, \quad j \geq 1. \]

Introducing the set \( H = (s_1, \infty) \times \cdots \times (s_j, \infty) \), previous formula can be equivalently written as
\[ \mathbb{P}(S_n \leq t < S_{n+1}, (X_1^i, \ldots, X_j^i) \in H) = \mathbb{P}(S_n \leq t < S_{n+1})\mathbb{P}((X_1^i, \ldots, X_j^i) \in H) \]
(we have also used that \( X_1^i, \ldots, X_j^i \) are independent and identically exponentially distributed) or
\[ \mathbb{P}(N_t = n, (X_1^i, \ldots, X_j^i) \in H) = \mathbb{P}(N_t = n)\mathbb{P}((X_1^i, \ldots, X_j^i) \in H). \quad (1.9) \]

Since the events \( \{ (X_1^i, \ldots, X_j^i) \in H \} \) form a \( \pi \)-system, the above equality can be extended to the case of general \( H \in \mathcal{B}(\mathbb{R}^j) \).

Consider next the event \( \{ N_t^i = m \} = \{ N_t - N_s = m \} \); we can express it as \( \{ (X_1^i, \ldots, X_m^i) \in H \} \),
where \( H \) is the set in \( \mathbb{R}^{m+1} \) of points \( x_1, \ldots, x_{m+1} \) such that
\[ x_1 + \cdots + x_m < s < x_1 + \cdots + x_{m+1}. \]

Hence, for any \( n, m \in \mathbb{N} \), (1.9) gives
\[ \mathbb{P}(N_t = n, N_{t+s} - N_t = m) = \mathbb{P}(N_t = n)\mathbb{P}(N_{t+s} - N_t = m), \quad (1.10) \]
which implies at once that \( N_t \) and \( N_{t+s} - N_t \) are independent. The extension to the case of 3 or more increments is quite similar.

\[ \square \]

**Corollary 1.18.** \( N_t \) is a process with stationary increments, i.e., for any \( s, t, u, v \in \mathbb{R}_+ \), \( 0 \leq s < t < +\infty, 0 \leq u < v < +\infty \), such that \( t - s = v - u \), the law of \( N_t - N_s \) is the same as the law of \( N_v - N_u \).

We leave as an exercise to prove the following equivalent characterization of a Poisson process.

**Problem 1.8.**

1. The Poisson process with rate \( \lambda > 0 \) can also be characterized as an integer-valued process, starting from 0, with non-decreasing paths, with independent increments, and such that, as \( h \to 0 \), uniformly in \( t \),
\[ \mathbb{P}(N_{t+h} - N_t = 0) = 1 - \lambda h + o(h), \]
\[ \mathbb{P}(N_{t+h} - N_t = 1) = \lambda h + o(h). \]

2. The following properties show that even if you know the number of arrivals in an interval, nothing can be said to the distribution of their times.

Let \( \{ N_t, \ t \geq 0 \} \) be a Poisson process. Assume that exactly one jump happens in the interval \( [0, t] \), i.e., \( N_t = 1 \). Show that conditioned on this, \( X_1 \) is uniformly distributed in \( [0, t] \): \( \mathbb{P}(X_1 \leq s \mid N_t = 1) = s/t \) for \( 0 \leq s \leq t \). This can be generalized as follows: if we know that exactly \( n \) jumps happen in the interval \( [s, s + t] \); the times at which jumps occur are uniformly and independently distributed on \([s, s + t]\).
Brownian motion

This second lecture is devoted to introduce two main subjects in probability theory: Gaussian measures and Brownian motion. In the first section, we shall introduce the class of Gaussian probability measures on \( E = \mathbb{R}^n \), while the second section will be devoted to study Gaussian processes. Both these classes of objects are fundamental in modern probability theory and shall return frequently in the following.

There are several technical points from abstract measure theory involved in the definition of Brownian motion. In this lecture, we shall see Brownian motion as a special case of Gaussian process. This characterization will provide useful in the proof of existence of this process, which is the object of third section. We shall appeal to some fundamental theorems due to Kolmogorov in order to prove the result. First, Kolmogorov’s existence theorem 2.13 proves the existence of a stochastic process with the same finite dimensional distributions as Brownian motion; this does not suffice, since our definition requires continuity of sample paths: but finally we can appeal to Kolmogorov’s theorem of continuity, Theorem 2.16, and conclude the proof of existence.

2.1 Gaussian measures

We start with the simple one dimensional case \( E = \mathbb{R} \); we shall say that a Borel probability measure \( \mu \) on \( \mathbb{R} \) is a Gaussian law (or a Gaussian distribution) \( \mathcal{N}(a, \sigma^2) \), for \( a \in \mathbb{R}, \sigma^2 > 0 \), if its density with respect to the Lebesgue measure exists and is given by the function

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2\sigma^2}(x-a)^2 \right), \quad x \in \mathbb{R}.
\]

If \( \sigma^2 = 0 \) we set

\[
\mathcal{N}(a,0) = \delta_a,
\]

where \( \delta_a \) is the Dirac measure (concentrated) in \( a \). If \( a = 0 \), then \( \mathcal{N}(0, \sigma^2) \) is called a centered Gaussian measure.

Let \( X : \Omega \rightarrow \mathbb{R} \) be a random variable; we say that \( X \) is a Gaussian random variable if its law \( \mu \) is a Gaussian measure; in particular, if \( \mu = \mathcal{N}(a, \sigma^2) \) we write \( X \sim \mathcal{N}(a, \sigma^2) \). In this case, \( X \) has mean \( \mathbb{E}[X] = a \) and variance \( \text{Var}(X) = \sigma^2 \). The characteristic function of \( X \) (i.e., the Fourier transform of \( \mu \)) is given by
\[ \hat{\mu}(\theta) = E[e^{iX\theta}] = \int_\mathbb{R} e^{ix\theta} \mu(dx) = e^{i\theta a} e^{-\frac{1}{2} \sigma^2 \theta^2}. \]

**Problem 2.1.** Given a sequence \( \{\sigma_n, \, n \in \mathbb{N}\} \) of real numbers, converging to 0, let \( \{X_n\} \) be a sequence of centered Gaussian random variables, each with variance \( \sigma_n^2 \). Hence, for the \( g \)-function is given by (2.2).

Recall that for given Borel probability measures on \( \mathbb{R} \) \( \mu \) and \( \nu \), the convolution measure \( \mu * \nu \) is defined by

\[ (\mu * \nu)(B) = \int_\mathbb{R} \mu(B - x)\nu(dx), \quad B \in B(\mathbb{R}). \]

It is known that Fourier transform maps convolution of measures into pointwise product of characteristic functions; using this fact, and the above expression of characteristic function for a Gaussian law, we obtain easily the following result.

**Proposition 2.1.** Given two Gaussian laws \( \mu = \mathcal{N}(a, \sigma^2) \) and \( \nu = \mathcal{N}(b, \tau^2) \), it holds

\[ (\hat{\mu} * \hat{\nu})(\theta) = \hat{\mu}(\theta)\hat{\nu}(\theta) = e^{i\theta(a+b)} \exp \left( -\frac{1}{2} (\sigma^2 + \tau^2) \theta^2 \right). \]

Hence, \( \mu * \nu \) is the Gaussian law \( \mathcal{N}(a + b, \sigma^2 + \tau^2) \). In particular, if \( X \) and \( Y \) are real independent Gaussian random variables, also \( X + Y \) is a Gaussian random variable.

We consider next the multidimensional case. We are given \( n \) random variables \( X_1, \ldots, X_n \), independent, with Gaussian law \( \mathcal{N}(0, 1) \); setting \( X = (X_1, \ldots, X_n) \), the law of the random vector \( X \) has density

\[ f(x) = \frac{1}{\sqrt{2\pi}} e^{-x_1^2/2} \cdots \frac{1}{\sqrt{2\pi}} e^{-x_n^2/2} = \frac{1}{(2\pi)^{n/2}} e^{-\frac{1}{2} |x|^2} \quad (2.1) \]

and characteristic function

\[ e^{-\frac{1}{2} \theta_1^2} \cdots e^{-\frac{1}{2} \theta_n^2} = e^{-\frac{1}{2} |\theta|^2}. \]

If \( Q \) is a matrix in \( L^+(\mathbb{R}^n) \) (the space of symmetric non-negative defined \( n \times n \) matrices), it can be expressed as \( Q = AA^* \), where \( A \) is a \( n \times n \) matrix and \( A^* \) denotes the adjoint matrix of \( A \); moreover \( A \) is uniquely determined in the class of symmetric matrices; in this case, \( A \) is also denoted as \( Q^{1/2} \).

For given \( a \in \mathbb{R}^n \) and \( Q \in L^+(\mathbb{R}^n) \), then \( Q^{1/2}X + a \) has characteristic function

\[ \phi(\theta) = e^{i\theta(a)} e^{-\frac{1}{2} \langle Q^{1/2} \theta, Q^{1/2} \theta \rangle} = e^{i\theta(a)} e^{-\frac{1}{2} \langle Q \theta, \theta \rangle}, \quad \theta \in \mathbb{R}^n. \quad (2.2) \]

A Borel probability measure \( \mu \) on \( \mathbb{R}^n \) is a (multidimensional) Gaussian law \( \mathcal{N}(a, Q) \) if its characteristic function is given by (2.2).

Remark that if the matrix \( Q \) is invertible then also \( Q^{1/2} \) is invertible, and so there exists a density \( g \) for \( Z = Q^{1/2}(X + a) \); this density is given from (2.1) by a change-of-variables formula

\[ g(y) = \frac{1}{(2\pi)^{n/2}\text{Det}(Q)^{1/2}} e^{-\frac{1}{2} \langle Q^{-1}(y-a), (y-a) \rangle}. \]
Conversely, if the covariance matrix \( Q \) is singular, \( Q^{1/2} \) shall be singular as well, and the law of \( Z = Q^{1/2}X + a \) is supported by some proper affine subspace of \( \mathbb{R}^n \), so it cannot have a density. As a special case, we mention the law \( \mathcal{N}(a, 0) \), Dirac’s delta measure concentrated in \( a \), having characteristic function \( \theta \rightarrow e^{i\theta^T a} \).

The following result can be easily proved by using the Fourier transform.

**Proposition 2.2.** Let \( X \) be a Gaussian random variable in \( \mathbb{R}^n \) with distribution \( \mathcal{N}(a, Q) \); consider the random variable \( Y = AX + b \), where \( A \in L(\mathbb{R}^n, \mathbb{R}^k) \) and \( b \in \mathbb{R}^k \). Then \( Y \) has Gaussian distribution \( \mathcal{N}(Aa + b, AA^T) \).

Applying the previous result, we get that, for each Gaussian random variable \( Z \) with values in \( \mathbb{R}^n \), \( Z \sim \mathcal{N}(a, Q) \), there exists a random variable \( X \) such that \( Z = a + Q^{1/2}X \) and \( X \sim \mathcal{N}(0, I) \) (\( I \) denotes the identity matrix in \( \mathbb{R}^n \)). Computing the derivatives in 0 of the characteristic function, we get that \( a \) is the mean of \( Z \) and \( Q \) is the covariance matrix.

In general, two random variables \( X_1, X_2 : \Omega \rightarrow \mathbb{R} \) are said **uncorrelated** if their covariance matrix is diagonal. Of course, if they are independent then they are also uncorrelated, but in general the converse does not hold. However, for Gaussian families the following holds:

\[
\text{if } (X_1, X_2) \text{ is a Gaussian family, then } X_1 \text{ and } X_2 \text{ Gaussian are independent } \iff \text{they are uncorrelated.} \tag{2.3}
\]

In fact, if \( X_1 \) and \( X_2 \) are uncorrelated, then the characteristic function of the vector \( X = (X_1, X_2) \) has the form \( \phi_X(h) = \exp(ih, m) - \frac{1}{2} Qh, h \) \( Q \) is equal to the product \( \phi_{X_1} \cdot \phi_{X_2} \), so that \( X_1 \) and \( X_2 \) are independent, see Problem 1.5.

More generally, if \( X_1 \) and \( X_2 \) are respectively \( \mathbb{R}^d \)-valued and \( \mathbb{R}^n \)-valued random variables with joint Gaussian distribution such that

\[
q_{ij} = E[(X_1^i - E[X_1^i])(X_2^j - E[X_2^j])] = 0, \quad i = 1, \ldots, d; j = 1, \ldots, n,
\]

then they are independent.

A similar result holds for \( n \) random variables as well; for instance, if \( (X_1, \ldots, X_n) \) is a Gaussian family of real random variables, then they are independent if and only if their covariance matrix is diagonal.

### 2.2 Stochastic processes

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be the reference probability space; in this section we mainly consider stochastic processes, taking values in the Euclidean space \( E = \mathbb{R}^d, d \geq 1 \), endowed with the Borel \( \sigma \)-field \( \mathcal{E} = \mathcal{B}(E) \).

Recall that a stochastic process \( X = \{X_t, t \in T\} \) with values in \( E \) is a collection of random variables \( X_t : \Omega \rightarrow E, t \in T \). It can be equivalently defined as a measurable mapping \( X : (\Omega, \mathcal{F}) \rightarrow (E^T, \mathcal{E}^T) \), where \( \mathcal{E}^T \) is the minimal \( \sigma \)-field which makes measurable all the projections \( \pi_t : E^T \rightarrow E, \pi_t(f) = f(t), f \in E^T \). We can also see \( X \) as a collection of random variables taking values in the space of paths \( E^T \), since \( \{X_t(\omega), t \in T\} \) is just an ordinary function of time (for every \( \omega \)).

A stochastic process \( \{X_t, t \in T\} \) is called **continuous** or **almost surely continuous** if its trajectories (or paths) \( t \mapsto X_t(\omega), T \rightarrow E \), are continuous (respectively, if almost every trajectory is continuous).
Similar definitions hold for right continuous, almost surely right continuous stochastic processes, and so on.

Let \( \{F_t, t \in T\} \) be a filtration, i.e., a family of sub-\(\sigma\)-fields of \(\mathcal{F}\) increasing in time

\[
\text{if } s < t \text{ then } F_s \subset F_t.
\]

Intuitively, “\(F_t\) contains all the information which are available up to time \(t\)”, i.e., all the events whose occurrence can be established up to time \(t\).

We add to the filtration \(\{F_t, t \in T\}\) the \(\sigma\)-algebra

\[
\mathcal{F}_\infty = \bigvee_{t \in T} F_t.
\]

Recall that the right hand side stands for the minimal \(\sigma\)-field which contains all \(F_t\); this is not the same as \(\bigcup_{t \in T} F_t\). Define, for every \(t \in T\)

\[
F_{t+} = \bigwedge_{t < s \in T} F_s = \bigcap_{t < s \in T} F_s.
\]

We have clearly, for each \(t \in T\), \(F_t \subset F_{t+}\).

**Definition 2.3.** The filtration \(\{F_t, t \in T\}\) is right-continuous if for every \(t \in T\), \(F_t = F_{t+}\).

Assume we are given a stochastic process \(X = \{X_t, t \in T\}\) and a filtration \(\{F_t, t \in T\}\) on \((\Omega, \mathcal{F}, \mathbb{P})\). We say that the process \(X\) is adapted to the filtration \(\{F_t, t \in T\}\) if, for any \(t \in T\) fixed, the random variable \(X_t\) is \(F_t\)-measurable on \(\Omega\); equivalently, we say that \(X\) is adapted to \((\Omega, \mathcal{F}, \{F_t\}, \mathbb{P})\).

Notice that it is always possible to construct a filtration with respect to which the process is adapted, by setting \(F_t^X = \sigma(X_s, s \leq t)\); \(F_t^X\) is called the natural filtration of \(X\). A stochastic process \(X\) is adapted to a filtration \(\{F_t, t \in T\}\) if and only if one has \(F_t^X \subset F_t, t \in T\).

Let \(X = \{X_t, t \in T\}\) and \(Y = \{Y_t, t \in T\}\) be two stochastic processes on \((\Omega, \mathcal{F})\). If the random variables \(X_t\) coincide almost surely with \(Y_t\), i.e.,

\[
\text{for each } t \in T : \quad \mathbb{P}\{X_t \neq Y_t\} = 0,
\]

\(X\) is called a version (or a modification) of the process \(Y\).

In general, this does not imply that if \(X\) is adapted to a filtration \(F_t, t \in T\), then also \(Y\) is adapted to the same filtration. It may happen, in fact, that the set of zero measure \(\{X_t \neq Y_t\}\) does not belong to \(F_t\), so that \(Y_t\) is not \(F_t\)-measurable.

To avoid this and other technical difficulties, we shall always require that the filtration satisfies in addition the so called standard assumptions , i.e.,

1. the filtration is right continuous, that is, for any \(t \in T\): \(F_t = F_{t+}\);
2. the filtration is complete, that is, for any \(t \in T\), \(F_t\) contains all \(\mathbb{P}\)-null sets.

Remark that each filtration \(\{F_t, t \in T\}\) can be completed in order to satisfies hypothesis (2). Indeed, it is enough to enlarge each \(F_t\) by considering the smallest \(\sigma\)-algebra \(F_t \vee \mathcal{N}\) which contains \(F_t\) and the family \(\mathcal{N}\) of all \(\mathbb{P}\)-null sets.
Given a process \( X \), the completion of the natural filtration \( \{ \mathcal{F}_t^X, t \in T \} \) will be called the completed natural filtration of \( X \) and still denoted by \( \{ \mathcal{F}_t^X, t \in T \} \).

The completed natural filtration of any Brownian motion satisfies the technical hypothesis (1); we will return on this later on.

**Definition 2.4.** A filtered probability space or a stochastic basis is the quadruplet \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}) \), where the filtration \( \{\mathcal{F}_t\} \) verifies the standard assumptions.

When we say that a stochastic process \( X = \{X_t, t \in T\} \) is defined on a stochastic basis \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}) \), (implicitly) we also require that it is adapted to \( \{\mathcal{F}_t\} \).

**Brownian motion**

In the following, we introduce the main object of our investigations, namely Brownian motion.

**Definition 2.5.** A \( d \)-dimensional Brownian motion \( B = \{B_t, t \geq 0\} \) defined on a filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}^B, \mathbb{P}) \) is a continuous stochastic process such that

1. \( B_0 = 0 \) a.s.;
2. for every \( 0 \leq s < t \) the random variable \( B_t - B_s \) is independent from \( \mathcal{F}_s \);
3. for every \( 0 \leq s < t \) the random variable \( B_t - B_s \) has Gaussian law \( N(0, (t-s)I_d) \), where \( I_d \) is the \( (d\text{-dimensional}) \) identity matrix.

We shall again underline that, as opposite to Poisson process, we have just given a formal definition of Brownian motion without providing a construction of it, and we shall return later to the proof of its existence.

**Remark 2.6.** In the following, if the filtration \( \{\mathcal{F}_t\} \) is not explicitly mentioned, we can assume that we are using the completed natural filtration \( \{\mathcal{F}_t^B\} \) of \( B \). Remark that in Protter \[Pr04\] it is shown that the completed natural filtration of any Brownian motion is right continuous and so it satisfies the standard assumptions. A Brownian motion \( B \) defined on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t^B, t \geq 0\}, \mathbb{P}) \) is also called a natural Brownian motion.

**Problem 2.2.** (a) Shows that if in Definition 2.5 we consider the completed natural filtration \( \{\mathcal{F}_t^B\} \), then condition 2. is equivalent to the following one:

2'. for any choice of times \( 0 < t_1 < \cdots < t_m \),

\[
B_{t_1}, B_{t_2} - B_{t_1}, \ldots, B_{t_m} - B_{t_{m-1}}
\]

are independent random variables.

This condition says the Brownian motion is a process with independent increments (compare with (1) in Lemma 1.17 on the Poisson process).

(b) Consider a Brownian motion \( B = \{B_t, t \geq 0\} \) defined on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P}) \); let \( \mathcal{G} \) be a \( \sigma \)-field independent from \( \mathcal{F}_\infty \). Setting \( \mathcal{G}_t = \mathcal{F}_t \vee \mathcal{G} \), show that \( B \) is a \( \{\mathcal{G}_t\} \)-Brownian motion.
Remark 2.7. To conclude this introduction, we compute the moments of a real Brownian motion $B_t$ for fixed $t$. Since $B_t$ has a Gaussian distribution $N(0,t)$, for every $n \in \mathbb{N}$ there exists a constant $C_n = \frac{(2\pi)^n}{2^n n!}$ such that

$$E[Z^{2n}] = \frac{1}{\sqrt{2\pi t}} \int_{\mathbb{R}} x^{2n} e^{-x^2/2t} \, dx = t^n \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} y^{2n} e^{-y^2/2} \, dy = C_n t^n.$$  

In particular, for $n = 1$ and $n = 2$, we have

$$E[|B_t|^2] = t, \quad E[|B_t|^4] = 3t^2.$$

2.2.1 Gaussian processes

Definition 2.8. A stochastic process $X = \{X_t, t \in T\}$ is called a Gaussian process if for every choice of times $t_1, \ldots, t_m \in T$ and scalars $\gamma_1, \ldots, \gamma_m \in \mathbb{R}$, the random variable $\gamma_1 X_{t_1} + \cdots + \gamma_m X_{t_m}$ has Gaussian distribution.

The following proposition expresses a different characterization of Gaussian processes.

Proposition 2.9. $X = \{X_t, t \in T\}$ is a Gaussian process if and only if for every choice of times $t_1, \ldots, t_m \in T$ the random vector $(X_{t_1}, \ldots, X_{t_m})$ has a Gaussian distribution in $\mathbb{R}^{d \times m}$.

Proof. We will use Proposition 2.1. First, assume that $X$ is a Gaussian process and fix times $t_1, \ldots, t_m \in T$. We introduce $\xi = (X_{t_1}, \ldots, X_{t_m})$ and prove that $\xi$ has a Gaussian distribution. Take $d = 1$ for simplicity. For every vector $\gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{R}^m$, the scalar product $\langle \gamma, \xi \rangle$ is a real Gaussian random variable with mean $\alpha$ and variance $\sigma^2$, so that its characteristic function verifies

$$E[e^{i\langle \gamma, \xi \rangle \theta}] = e^{i\alpha \theta - \frac{\sigma^2 \theta^2}{2}}, \quad \theta \in \mathbb{R}. \tag{2.4}$$

Note that in particular each $X_{t_i}$ is a Gaussian random variable. We can compute $\alpha$ and $\sigma^2$ in terms of the mean $\mu$ and the covariance matrix $\Gamma$ of the random vector $\xi$:

$$a = E[\langle \gamma, \xi \rangle] = E[\sum_{j=1}^m \gamma_j X_{t_j}] = \sum_{j=1}^m \gamma_j E[X_{t_j}] = \sum_{j=1}^m \gamma_j \mu_j = \langle \gamma, \mu \rangle,$$

and similarly

$$\sigma^2 = E[(\langle \gamma, \xi \rangle - \langle \gamma, \mu \rangle)^2] = E[\langle \gamma, \xi - \mu \rangle^2] = E[\sum_{i,j=1}^m \gamma_i \gamma_j (X_{t_i} - X_{t_j})] = \langle \Gamma \gamma, \gamma \rangle.$$

By (2.4) with $\theta = 1$, we find that the characteristic function of $\xi$ is

$$\hat{\mu}(\gamma) = E[e^{i\langle \gamma, \xi \rangle}] = e^{i\langle \gamma, \mu \rangle - \frac{1}{2} \langle \Gamma \gamma, \gamma \rangle},$$

and we recognize the characteristic function of a Gaussian random variable.

Conversely, if $\xi = (X_{t_1}, \ldots, X_{t_m})$ is a random vector, then for every vector $\gamma \in \mathbb{R}^m$ the mapping $\xi \mapsto \langle \gamma, \xi \rangle$ is a linear transformation hence, by Proposition 2.2, maps Gaussian distributions into Gaussian distributions. It follows that $X$ is a Gaussian process.
Given two stochastic processes \( X = \{X_t, t \in T\} \) and \( Y = \{Y_t, t \in T\} \) on \((\Omega, \mathcal{F}, \mathbb{P})\), we can express their independence in terms of the generated filtrations: the process \( \{X_t, t \in T\} \) is independent from \( \{Y_t, t \in T\} \) if \( \sigma(X_t, t \in T) \) is independent from \( \sigma(Y_t, t \in T) \).

**Proposition 2.10.** Consider two families \( X = \{X_t, t \in T\} \) and \( Y = \{Y_t, t \in T\} \) such that \( X \cup Y \) is Gaussian. Then \( X \) is independent from \( Y \) if and only if

\[
\mathbb{E}[X_t Y_s] = \mathbb{E}[X_t] \mathbb{E}[Y_s],
\]

for every \( t, s \in T \).

**Proof.** From (2.5) it follows that for any \( t, s \in T \), the Gaussian random variables \( X_t \) and \( Y_s \) are independent, see (2.3). By a similar criterion, thanks to the arbitrariness of \( t \) and \( s \), we have that any two random vectors \( (X_{t_1}, \ldots, X_{t_n}) \) and \( (Y_{s_1}, \ldots, Y_{s_m}) \) are independent.

Now the thesis follows thanks to Dynkin’s theorem 1.3. One uses that \( \sigma(X) = \sigma(X_t, t \in T) \) and \( \sigma(Y) = \sigma(Y_t, t \in T) \) are generated by the \( \pi \)-systems of events \( \{X_{t_1} \in A_1, \ldots, X_{t_n} \in A_n\} \) and \( \{Y_{s_1} \in B_1, \ldots, Y_{s_m} \in B_m\} \) respectively, and that these events are independent due to the independence of the random vectors \( (X_{t_1}, \ldots, X_{t_n}) \) and \( (Y_{s_1}, \ldots, Y_{s_m}) \).

\( \square \)

**Problem 2.3.** Give the details of the proof of Proposition 2.10.

Hint: first fix \( A_1, \ldots, A_n \in \mathcal{B}(\mathbb{R}^d) \) and set \( B = \{X_{t_1} \in A_1, \ldots, X_{t_n} \in A_n\} \). Define

\[
A = \{A \in \sigma(Y) \text{ such that } A \text{ is independent from } B\}.
\]

Show that \( A \) is a \( \lambda \)-system. Since \( A \) contains the events \( \{Y_{s_1} \in B_1, \ldots, Y_{s_m} \in B_m\} \) one deduces that \( A = \sigma(Y) \).

How can we finish the proof?

Using the above definition, it is possible to prove that a Brownian motion is a Gaussian process. Choose real numbers \( \alpha_1, \ldots, \alpha_m \) and times \( 0 < t_1 < \cdots < t_m \); the goal is to prove that \( \alpha_1 B_{t_1} + \cdots + \alpha_m B_{t_m} \) is a random variable with Gaussian law. For \( m = 1 \) the claim obviously holds. By induction, we suppose that the claim holds for \( m - 1 \); thus, we can write

\[
\alpha_1 B_{t_1} + \cdots + \alpha_m B_{t_m} = [\alpha_1 B_{t_1} + \cdots + (\alpha_{m-1} + \alpha_m) B_{t_{m-1}}] + \alpha_m (B_{t_m} - B_{t_{m-1}})
\]

and the conclusion follows since the sum of two Gaussian, independent random variables again has a Gaussian distribution.

We may characterize a Brownian motion as a Gaussian process in the following way.

**Proposition 2.11.** Given a real Brownian motion \( B = \{B_t\} \), then

a) \( B_0 = 0 \) a.s.;

b) for any choice of times \( 0 \leq t_1 < t_2 < \cdots < t_m \) the \( m \)-dimensional random variable \( (B_{t_1}, \ldots, B_{t_m}) \) has a centered Gaussian law;

c) \( \mathbb{E}(B_t B_s) = s \wedge t \).
Conversely, if a continuous process \( \{B_t\} \) verifies the above conditions a), b) and c), then it is a natural Brownian motion (i.e., it is a Brownian motion with respect to its completed natural filtration).

**Proof.** If \( B \) is a Brownian motion, condition a) is obvious, condition b) follows by the characterization of Gaussian processes stated in Proposition 2.9 and condition c) holds since, for \( s \leq t \), we have

\[
\mathbb{E}[B_t B_s] = \mathbb{E}[(B_t - B_s)B_s] + \mathbb{E}(B_s^2) = s = s \land t.
\]

Conversely, if a Gaussian process \( B \) satisfies conditions a), b) and c), then property 1. of Definition 2.5 holds; also, the law of \( B_t - B_s \) is Gaussian thanks to condition b), it is centered since \( B_t \) and \( B_s \) are, and its variance is equal to

\[
\mathbb{E}[(B_t - B_s)^2] = \mathbb{E}(B_s^2) - 2\mathbb{E}[B_t B_s] + \mathbb{E}[B_s^2] = t - 2t \land s + s = t - s,
\]

hence \( B_t - B_s \) has Gaussian law \( N(0, t-s) \). Finally, to show that \( B_t - B_s \) is independent from \( \mathcal{F}_s^B \), thanks to Proposition 2.10 it is enough to prove that, for each \( \tau \leq s \), \( \mathbb{E}[(B_t - B_s)B_\tau] = 0 \):

\[
\mathbb{E}[(B_t - B_s)B_\tau] = \mathbb{E}[B_t B_\tau] - \mathbb{E}[B_s B_\tau] = t \land \tau - s \land \tau = \tau - \tau = 0.
\]

\( \square \)

### 2.3 Kolmogorov’s existence theorem

Often, a stochastic process \( X = \{X_t, \ t \in T\} \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is described by means of its finite dimensional distributions. These are defined as the probability measures \( \mu_{t_1, \ldots, t_m} \) that \( X \) induces on \( \mathcal{B}(E^m) \), for each \( m \in \mathbb{N} \) and any choice of times \( t_1 < t_2 < \cdots < t_m \) in \( T \):

\[
\mu_{t_1, \ldots, t_m}(A_1 \times \cdots \times A_m) = \mathbb{P}(X_{t_1} \in A_1, \ldots, X_{t_m} \in A_m), \quad A_1, \ldots, A_m \in \mathcal{E}.
\]

We say that two stochastic processes with values in \( E \) (even defined on different probability spaces) are equivalent or that they are equal in law if they have the same finite dimensional distributions.

**Remark 2.12.** Let us give a heuristic justification of the term equality in law. A stochastic process \( X = \{X_t, \ t \in T\} \) can be seen as a random variable with values in \( E^T \). Hence, we may define the law \( \mu_X \) of \( X \) on \( E^T \), endowed with the product \( \sigma \)-algebra \( \mathcal{E}^T \), i.e., \( \mu_X(F) = \mathbb{P}(X \in F) \), \( F \in \mathcal{E}^T \). Now, since \( \mu_X \) is completely determined by its values on the sets of the form

\[
\{f \in E^T \mid f(t_i) \in A_{t_i}, i = 1, \ldots, m\}, \quad A_i \in \mathcal{E}, i = 1, \ldots, m,
\]

we have that the finite dimensional distributions of \( X \) characterize the law \( \mu_X \).

If \( \{X_t, \ t \in T\} \) is a real Gaussian process, then its (finite dimensional) distributions are determined by the mean function

\[
m(t) = \mathbb{E}[X_t]
\]

and the covariance function

\[
\rho(t, s) = \mathbb{E}[(X_t - m(t))(X_s - m(s))].
\]
Indeed, the joint density of $X_{t_1}, \ldots, X_{t_n}$ is just

$$
\mu_{t_1, \ldots, t_n}(A_1 \times \cdots \times A_n) = \mathcal{N}(m(t), \Sigma)(A_1 \times \cdots \times A_n)
$$

(2.6)

where $\Sigma$ is the symmetric $n \times n$ matrix

$$
\Sigma = \Sigma(t_1, \ldots, t_n) = \begin{pmatrix}
\rho(t_1, t_1) & \rho(t_1, t_2) & \cdots & \rho(t_1, t_n) \\
\rho(t_2, t_1) & \rho(t_2, t_2) & \cdots & \rho(t_2, t_n) \\
\vdots & \vdots & \ddots & \vdots \\
\rho(t_n, t_1) & \rho(t_n, t_2) & \cdots & \rho(t_n, t_n)
\end{pmatrix},
$$

$x$ is the row vector $(x_1, \ldots, x_n)$ and $m(t)$ is the row vector $(m(t_1), \ldots, m(t_n))$.

**Problem 2.4.** Compute the finite dimensional distributions of the Poisson process $N_t$.

Hint: first, see Exercise 1.8, it holds

$$
P(N_t = n) = e^{-\lambda t} \frac{(\lambda t)^n}{n!}, \quad n \in \mathbb{N}.
$$

Next, for any finite sequence of times $t_0 = 0 < t_1 < \cdots < t_k$, using the fact that $N_t$ has independent increments, show that

$$
\mu_{t_1, \ldots, t_k}(n_1, \ldots, n_k) = \mathbb{P}(N_{t_1} = n_1, \ldots, N_{t_k} = n_k) = \prod_{j=1}^{k} e^{-\lambda(t_j - t_{j-1})} \frac{(\lambda(t_j - t_{j-1}))^{n_j - n_{j-1}}}{(n_j - n_{j-1})!},
$$

for any integers $n_0 = 0 \leq n_1 \leq \cdots \leq n_k$.

Notice that the finite-dimensional distributions of a stochastic process $\{X_t, t \in T\}$ always satisfy the following consistency condition:

$$
\mu_{t_1, \ldots, t_m}(A_1 \times \cdots \times A_m) = \mu_{t_1, \ldots, t_m, t_{m+1}}(A_1 \times \cdots \times A_m \times E),
$$

(2.7)

with $t_1 < t_2 < \cdots < t_m$ in $T$.

More interesting is the converse problem: given a family of probability measures $\mu_{t_1, \ldots, t_m}$ on $\mathcal{B}(E^m)$, for any choice of $m$ and $t_1 < t_2 < \cdots < t_m$ in $T$, which satisfies (2.7), does there exist a stochastic process (defined on some $(\Omega, \mathcal{F}, \mathbb{P})$) having these as finite dimensional distributions? The answer is affirmative and is given by the Kolmogorov existence theorem. To formulate this we introduce some notation.

Let $T$ be an arbitrary set of indices and $E^T$ be the collection of all functions from $T$ into $E$; $E^T$ can be thought of as a product space of many copies of $E$, indexed by $T$. On this space we consider the projections $\pi_t, \pi_t(x(\cdot)) = x(t), x \in E^T$, $t \in T$. Recall that there exists a natural extension to $E^T$ of the Borel $\sigma$-field for vector spaces $E^k$, that we denote by $\mathcal{E}^T$; this is the smallest $\sigma$-field which makes each $\pi_t : E^T \to E$ measurable.

Let us define on $(E^T, \mathcal{E}^T)$ the coordinate process $Z = \{Z_t, t \in T\}$,

$$
Z_t : E^T \to E, \quad Z_t(x) = \pi_t(x) = x(t), \quad x \in E^T.
$$

If we provide the space $(E^T, \mathcal{E}^T)$ with a probability measure $\mathbb{P}$, we obtain that $\{Z_t, t \in T\}$ is a stochastic process.
Problem 2.5. Let \( \{\mu_{t_1, \ldots, t_m}\} \) be a family of Borel probability distributions satisfying the consistency condition (2.7). Then there exists a unique probability measure \( \mathbb{P} \) on \( (E^T, \mathcal{E}^T) \) such that the coordinate process \( \{Z_t, \ t \in T\} \) on \( (E^T, \mathcal{E}^T, \mathbb{P}) \) has finite dimensional distributions which coincide with \( \mu_{t_1, \ldots, t_m} \), for any choice of \( t_1 < t_2 < \cdots < t_m \) in \( T \).

For our purporses, it is not essential to prove this theorem (the interested reader is referred, for instance, to Billingsley [Bi95]). Hence, we only make a remark on the proof in the case \( T = \mathbb{N} \).

First one defines \( \mathbb{P} \) on the algebra \( \mathcal{A} \) of all cylindrical sets
\[
I_{t_1, \ldots, t_n, A} = \{ x \in E^N : (x_{t_1}, \ldots, x_{t_n}) \in A \},
\]
where \( n \in \mathbb{N}, \ t_1 < \ldots < t_n \in \mathbb{N} \) and \( A \in \mathcal{B}(E^n) \), setting
\[
\mathbb{P}(I_{t_1, \ldots, t_n, A}) := \mu_{t_1, \ldots, t_n}(A) \tag{2.8}
\]
This definition is meaningful thanks to the consistency condition. It is easy to check that \( \mathbb{P} \) is a pre-measure on \( \mathcal{A} \). The crucial step of the proof is now to show that \( \mathbb{P} \) is continuous (to this purpose, one also uses that Borel measures on \( E \) are regular). After the main step is achieved, an application of the Caratheodory extension theorem allows to get that there exists a unique probability measure \( \mathbb{P} \) on the \( \sigma \)-algebra generated by \( \mathcal{A} \), which coincides with \( \mathcal{E}^T \), such that (2.8) holds. Finally, it is clear that finite dimensional distributions of the coordinate process \( Z_t \) coincide with the measures \( \mu_{t_1, \ldots, t_m} \).

Next, we investigate a question arising from the previous result.

**Remark 2.14.** It must be noticed that in the above construction the choice of \( E^T \) is unsatisfactory under several points of view. Let \( T = [0, \infty) \) and \( E = \mathbb{R} \). It turns out that on the space \( \mathbb{R}^{[0,\infty)} \) finite dimensional distributions do not characterize important properties of the trajectories of a process, as for instance continuity.

Indeed, the set \( \mathcal{C} \) of continuous functions from \([0, \infty)\) into \( \mathbb{R} \) does not belong to \( \mathcal{E}^T \). This fact can be explained as follows: given a real function on \([0, \infty)\) it is not possible to establish if it is continuous by looking only to its values on a countable set of points in \([0, \infty)\).

In the next exercise we propose to show a characterization of the \( \sigma \)-algebra \( \mathcal{E}^T \), when \( T = [0, \infty) \) and \( E = \mathbb{R}^n \).

**Problem 2.5.** Let us consider \( \mathcal{E}^T \), when \( T = [0, \infty) \) and \( E = \mathbb{R}^n \). Show that the family \( \mathcal{H} \) of all sets of the form
\[
\{ x \in E^T : (x(t_1), x(t_2), \ldots, x(t_n), \ldots) \in B \},
\]
for any choice of sequences of times \( t_1 < \ldots < t_n \in T \) and of sets \( B \in \prod_{i \in \mathbb{N}}(\mathcal{E})_i \) (here \( \prod_{i \in \mathbb{N}}(\mathcal{E})_i \) denotes the product \( \sigma \)-algebra, where \( (\mathcal{E})_i = \mathcal{E}, \ i \in \mathbb{N} \) is a \( \sigma \)-field in \( E^T \).

Deduce that \( A \in \mathcal{E}^T \) if and only if there is a sequence of times \( t_1 < \ldots < t_n < \ldots \in T \) and a set \( B \in \prod_{i \in \mathbb{N}}(\mathcal{E})_i \) so that \( A = \{ x \in E^T : (x(t_1), x(t_2), \ldots, x(t_n), \ldots) \in B \} \).

**Example 2.15.** Let us show that it is possible to construct a process with the same finite-dimensional distributions of the Poisson process \( \{N_t, \ t \geq 0\} \), but which exhibits completely different properties of the paths (for instance, they are neither right-continuous, nor monotone non-decreasing).

Take the function \( f(t) = t \) if \( t \) is rational, \( f(t) = 0 \) otherwise. Let \( X_1 \) be the first waiting time in the definition of the Poisson process \( \{N_t, \ t \geq 0\} \) and consider the process \( M_t = N_t + f(t + X_1) \). We have
\[ P(f(t + X_1) = 0) = 1, \] since the complementary event is \( X_1 \in \mathbb{Q} - t \) (\( \mathbb{Q} \) is the set of rational point), and the probability that a continuous random variable takes value in a countable set is zero. Thus
\[ P(M_t = N_t) = 1 \quad \text{for all } t \geq 0, \]
and the process \( M_t \) has the same finite-dimensional distributions of \( N_t \), but its paths are everywhere discontinuous, are not integer valued nor monotone.

### 2.3.1 A construction of Brownian motion using Kolmogorov’s theorem

Since a real Brownian motion is a Gaussian process, its finite dimensional distributions are specified by the mean function \( m(t) = 0 \) and covariance function \( \rho(t, s) = \min\{s, t\} \) as in (2.6): for \( 0 < t_1 < t_2 < \cdots < t_n \)
\[
\mu_{t_1, \ldots, t_n}(A_1 \times \cdots \times A_n) = \frac{1}{(2\pi)^{n/2} \sqrt{\det \Sigma}} \int_{A_1 \times \cdots \times A_n} \exp \left( -\frac{1}{2} \langle x, \Sigma^{-1} x \rangle \right) \, dx_1 \ldots dx_n, \quad (2.9)
\]
where \( \Sigma \) is the \( n \times n \) matrix
\[
\Sigma = \begin{pmatrix}
t_1 & t_1 & \cdots & t_1 \\
t_1 & t_2 & \cdots & t_2 \\
\vdots & \vdots & \ddots & \vdots \\
t_1 & t_2 & \cdots & t_n
\end{pmatrix}
\]
det \( \Sigma = t_1 \cdot (t_2 - t_1) \ldots (t_n - t_{n-1}) > 0 \) and \( x \) is the row vector \( (x_1, \ldots, x_n) \). Consistency in this case is obvious. Thus Kolmogorov’s theorem 2.13 applies: there exists a stochastic process \( \{B_t, t \geq 0\} \) corresponding to the finite dimensional distributions \( \mu_{t_1, \ldots, t_n} \) (see (2.9)) on the probability space \( (\mathbb{R}^{[0, +\infty)}, \mathcal{E}^{[0, +\infty)}, \mathbb{P}) \) with a suitable probability measure \( \mathbb{P} \).

Note that a similar construction can be applied, more generally, for proving the existence of a Brownian motion with values in \( \mathbb{R}^d, d \geq 1 \).

However, the Kolmogorov construction does not provide continuity of trajectories of Brownian motion. Actually, we have already observed that the set of continuous functions is not contained in \( \mathcal{E}^T \). A second theorem, again due to Kolmogorov, allows to overcome this difficulty.

### 2.4 Continuity of Brownian motion paths

Recall that a function \( f : E \to \mathbb{R} \) is called \( \alpha \)-Hölder continuous on \( D \subset E, \alpha \in (0, 1) \), if there exists a constant \( c > 0 \) such that
\[
|f(x) - f(y)| \leq c|x - y|^\alpha \quad \text{for all } x, y \in D.
\]

Let \( \{X_t, t \in T\} \) be a stochastic process (but the result holds, more generally, for a random field indexed by \( T \subset \mathbb{R}^d, d \geq 2 \)); the following result, due to Kolmogorov, asserts that a certain degree of regularity in the mean implies some regularity (Hölder continuity) of the trajectories.
**Theorem 2.16.** Let \( X = \{X_t, t \in T\} \) be a stochastic process in an Euclidean space \((E, \mathcal{E})\) and assume there exist positive constants \(\alpha, \beta\) and \(c\) such that
\[
E \left( |X_t - X_s|^{\beta} \right) \leq c|t - s|^{1+\alpha}.
\]
(2.10)

Then there exists a version \( Y \) of \( X \) with continuous sample paths. Further, for any \( \gamma < \frac{\alpha}{\beta} \) trajectories \( t \mapsto Y_t(\omega) \) are \(\gamma\)-Hölder continuous on every bounded interval, for any \( \omega \in \Omega \).

We give the proof in the particular case of \( T = (0, 1) \) for simplicity of notation. The proof uses the following purely deterministic lemma.

**Lemma 2.17.** Let \( D \) be the set of all dyadic numbers in \((0,1)\), i.e., \( D = \{ \frac{k}{2^n} : n \in \mathbb{N}, k = 1, \ldots, 2^n - 1 \} \). Let \( f : D \to \mathbb{R} \) be a function and let \( \alpha \in (0,1] \). Consider the quantity
\[
c_n = \sup \left\{ \frac{|f(x) - f(y)|}{1/2^{\alpha n}} : x, y \in D, |x - y| = 1/2^n \right\}, \quad n \in \mathbb{N}.
\]

Then \( \sup_{n \in \mathbb{N}} c_n < +\infty \) if and only if \( f \) is \(\alpha\)-Hölder on \( D \).

**Proof (Theorem 2.16).** Assume \( T = [0,1] \) and denote by \( D \) the set of dyadic numbers in \( T \); also, denote by \( D_n \subset D \) the set of points with coordinates \( k/2^n \), for \( k = 1, \ldots, 2^n - 1 \). Finally, fix some \( \gamma < \frac{\alpha}{\beta} \).

**Step 1.** Set
\[
B_n = \{ \omega : |X_i - X_j| > 2^{-n\gamma} \text{ for some } i, j \in D_n \text{ with } |i - j| = 1/2^n \}.
\]
Then, using (2.10) and Chebyshev inequality, we have, for \( i, j \in D_n \) such that \( |i - j| = 1/2^n \),
\[
\mathbb{P}(|X_i - X_j| > 2^{-n\gamma}) \leq 2^{n\gamma \beta} E[|X_i - X_j|^{\beta}] \leq 2^{n\gamma \beta} 2^{-n(\alpha + 1)} = 2^{n(\gamma \beta - \alpha - 1)}.
\]
This implies that
\[
\mathbb{P}(B_n) \leq 2^n n^{(\gamma\beta - \alpha - 1)} = C 2^{-\alpha \gamma n}, \quad n \in \mathbb{N},
\]
(2.11)
for some \( C > 0 \).

**Step 2.** Consider \( B = \limsup B_n = \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} B_k \); by (2.11) we know that \( \sum \mathbb{P}(B_n) \) converges, hence \( \mathbb{P}(B) = 0 \) by the first Borel-Cantelli lemma. Hence \( \mathbb{P}(\Omega \setminus B) = 1 \) and for any \( \omega \in \Omega \setminus B \) there exists \( \nu = \nu(\omega) \) such that, for any \( n \geq 0 \) we have
\[
|X_i(\omega) - X_j(\omega)| \leq \frac{1}{2^n}, \quad \text{for any } i, j \in D_n, \ |i - j| = 1/2^n.
\]
It follows that, for any \( \omega \notin B \), there exists \( M = M(\omega) > 0 \) such that, for any \( n \geq 1 \),
\[
|X_i(\omega) - X_j(\omega)| \leq M(\omega) \frac{1}{2^{n\gamma}}, \quad \text{for any } i, j \in D_n, \ |i - j| = 1/2^n.
\]

**Step 3.** By Lemma 2.17, for every \( \omega \notin B \) the trajectory \( i \mapsto X_i(\omega) \) is \(\gamma\)-Hölder continuous as \( i \) varies in the set \( D \) of dyadic points of \( T \), i.e., there exists \( C = C(\omega) > 0 \) such that, if \( i, j \in D \) then
\[
|X_i(\omega) - X_j(\omega)| \leq C(\omega)|i - j|^{\gamma}.
\]
In particular, the trajectory is uniformly continuous on $D$.

**Step 4.** For every $\omega \notin B$ there exists a unique extension of $X_i(\omega)$, $i \in D$, to a trajectory $\bar{X}_t(\omega)$ defined for $t \in T$. This extension is Hölder continuous of exponent $\gamma$.

**Step 5.** It remains to prove that $\bar{X}_t = X_t$ with probability 1, $t \in T$. This clearly holds when $t \in D$; now take $t \in T$ and a sequence of dyadic rationals $(t_n)$ such that $t_n \to t$. Using again (2.10), we show that $X_{t_n} \to X_t$ in probability; hence, passing if necessary to a subsequence, $X_{t_n} \to X_t$ almost surely. But since $X_{t_n} = \bar{X}_{t_n}$, almost surely, it is $\bar{X}_t = X_t$ almost surely, $t \in T$, which concludes the proof. 

Let now $B = \{B_t, \ t \geq 0\}$ be a Brownian motion. Recall, from Remark 2.7 that for every $n \geq 1$

$$E[|B_t - B_s|^{2n}] \leq C_n (t - s)^n.$$ 

By applying Kolmogorov’s continuity theorem 2.16 we have that trajectories of the Brownian motion are continuous, and Hölder continuous of exponent $\gamma$ for every $\gamma < \frac{n-1}{2n}$, i.e., due to the arbitrariness of $n$, for every $\gamma < \frac{1}{2}$.

**Exercises**

**Problem 2.6.** Provide a complete proof of Lemma 2.17.

**Problem 2.7.** Given a real Brownian motion $\{B_t, \ t \geq 0\}$ on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$, we can construct several other processes which share the same property.

1. *(Homogeneity)* For any fixed $s \geq 0$, the process $X_t = B_{t+s} - B_s$ is a Brownian motion with respect to the filtration $\{\mathcal{F}_{t+s}, \ t \geq 0\}$.
2. *(Symmetry)* The process $Y_t = -B_t$ is a Brownian motion with respect to the initial filtration $\{\mathcal{F}_t\}$.
3. *(Scale change)* Given a real number $c > 0$, the process $W_t = cB_{t/c^2}$ is a Brownian motion with respect to the filtration $\{\mathcal{F}_{t/c^2}, \ t \geq 0\}$.

Next proposition is somewhat surprising; we can phrase it by saying that if we let time flow backward, we still have a Brownian motion.

**Proposition 2.18.** Given a real Brownian motion $\{B_t, \ t \geq 0\}$ on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$. The stochastic process $Y = \{Y_t, \ t \geq 0\}$ defined by

$$Y_t = \begin{cases} tB_{t/t} & t > 0 \\ 0 & t = 0 \end{cases}$$

is again a Brownian motion with respect to the completed natural filtration $\mathcal{F}^B = \{\mathcal{F}^B_t, \ t \geq 0\}$.

**Proof.** We verify that Proposition 2.11 applies. Property a) is obvious; property b) follows easily since $Y$ is again a Gaussian family. Indeed, for any choice of times $0 \leq t_1 < t_2 < \cdots < t_m$, we can write $(Y_{t_1}, \ldots, Y_{t_m})$ as a linear transformation of $(B_{t_1}, \ldots, B_{t_m})$ and then apply Proposition 2.2.

Finally, if $s \leq t$: 

\[ \mathbb{E}[Y_t Y_s] = st\mathbb{E}[B_{1/t} B_{1/s}] = st \frac{1}{s} \wedge \frac{1}{t} = s = s \wedge t \]

and property c) follows.

Thus, it remains to prove that sample paths are almost surely continuous. This clearly holds for \( t > 0 \), i.e., there exists a \( \mathbb{P} \)-null (or negligible) set \( N^* \) such that, for every \( \omega \in \Omega \setminus N^* \), the mapping \( t \mapsto Y_t(\omega) \) is continuous on \((0, +\infty)\). We shall now show that there exists a negligible set \( N \) such that outside \( N \), the mapping \( t \mapsto Y_t(\omega) \) is continuous on \([0, +\infty)\).

Notice that, since \( Y_t - Y_s \) has Gaussian law \( \mathcal{N}(0, t - s) \),
\[ \mathbb{E}[|Y_t - Y_s|^4] = 3(t - s)^2. \]

Thanks to Kolmogorov’s theorem 2.16, there exists a modification \( \tilde{Y} \) of \( Y \) with continuous paths; hence, for every \( t \geq 0 \), there exists a \( \mathbb{P} \)-null set \( N_t \) such that
\[ Y_t(\omega) = \tilde{Y}_t(\omega) \quad \forall \omega \in \Omega \setminus N_t. \]

Let \( N \) be the union of \( N^* \) and the sets \( N_\tau \), as \( \tau \) varies in the positive rational numbers; \( N \) is a countable union of negligible sets, hence its probability is zero. For every \( \omega \in \Omega \setminus N \), trajectories \( t \mapsto Y_t(\omega) \) and \( t \mapsto \tilde{Y}_t(\omega) \) are continuous functions on \([0, \infty]\) which coincide on the rational numbers, hence they must coincide on the whole half line \([0, \infty]\). But since \( \tilde{Y}_t(\omega) \) is continuous up to \( 0 \), so it is \( Y_t(\omega) \), and the proof is complete.

\[ \square \]

Addendum. The Borel-Cantelli lemmas

For the sake of completeness, we recall here the Borel-Cantelli lemma. Actually, it consists of two parts, sometimes called the first (second) Borel-Cantelli lemma. Both results concern the limit behaviour of a sequence of events, and as such they are often useful instruments in proving almost sure properties.

**Lemma 2.19 (Borel-Cantelli).**

(a) Assume that \( \{A_n, n \in \mathbb{N}\} \) is a sequence of events such that
\[ \sum_{n=1}^{\infty} \mathbb{P}(A_n) < +\infty. \]

Then
\[ \mathbb{P}(\limsup_{n \in \mathbb{N}} A_n) = \mathbb{P}\left(\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_k\right) = \mathbb{P}\left(\{\omega: \omega \in A_n \text{ for infinite indices } n\}\right) = 0. \]

(b) Assume that \( \{A_n, n \in \mathbb{N}\} \) is a sequence of pairwise independent events such that
\[ \sum_{n=1}^{\infty} \mathbb{P}(A_n) = +\infty. \]

Then
\[ \mathbb{P}(\limsup_{n \in \mathbb{N}} A_n) = 1. \]
Sample paths of the Brownian motion

In this lecture we discuss which properties are shared, with probability 1, by sample paths of the Brownian motion. We have already seen that there are positive results (paths are continuous, and Hölder continuous with arbitrary parameter $\gamma$ less than $\frac{1}{2}$ on bounded intervals, with probability 1). We can ask about differentiability. The answer is surprising: the sample paths are (almost surely) nowhere differentiable. If continuous, nowhere differentiable functions are considered as pathological in mathematical analysis, they seem to be the norm for trajectories of Brownian motion.

We can give a taste of the construction by considering differentiability at 0. Remember that, by Proposition 2.18, the process $Y_t = tB_{1/t}$ is a Brownian motion, with $Y_0 = 0$. Since

$$\frac{Y_t}{t} = B_{1/t}$$

the derivative of $Y_t$ exists for $t = 0$ if and only if $B_t$ has a limit as $t \to \infty$. But, in fact, we have

$$\sup_{n \to \infty} B_n = +\infty, \quad \inf_{n \to \infty} B_n = -\infty$$

with probability 1; hence, almost surely, paths of the Brownian motion $Y_t$ are not differentiable at 0. A similar argument, using Exercise 2.7(1), shows that with probability 1, Brownian paths are nondifferentiable everywhere. Of course, this can be phrased by saying that Brownian particles show at no point a velocity, thus can only be regarded as a model of the physical reality.

Maxima for Brownian paths

The material contained in this lecture can be found in many classical textbooks, as Doob [Do53], Freedman [Fr71] or Lévy [Lé54, Lé65].

Proposition 3.1. For almost every $\omega$, the function $B(\cdot, \omega)$ is monotone in no interval.

Proof. We can simplify the situation. First, it suffices to prove the result for an interval with rational extremes; then, thanks to Exercise 2.7, we can reduce to prove that no paths are monotone nondecreasing on $[0, 1]$.

Define, for every $n$, the events
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\[ A_n = \{ B(\frac{i+1}{n}) - B(\frac{i}{n}) \geq 0 \quad \text{for} \ i = 0, \ldots, n-1 \} \]

such that the set of nondecreasing paths is contained in \( \cap_n A_n \). But

\[ \mathbb{P}(A_n) = \frac{1}{2^n} \to 0 \quad (3.2) \]

and the proof is complete.

\( \square \)

**Problem 3.1.** Prove claim (3.2).

Let us recall that a continuous function \( f \) has a local maximum at \( t \) means that there is \( \varepsilon > 0 \) such that \( f(s) \leq f(t) \) for all \( s \in (t-\varepsilon, t+\varepsilon) \). The maximum is strict if the inequality is strict, i.e., \( f(s) < f(t) \) for all \( s \in (t-\varepsilon, t+\varepsilon) \).

We shall need the following properties of continuous functions.

**Problem 3.2.** Let \( f \) be a continuous function on \([0, 1]\), monotone in no interval. Then \( f \) has a local maximum in \([0, 1]\). Further, the set of local maxima is dense in \([0, 1]\).

We can state the main result of this section.

**Theorem 3.2.** For almost every \( \omega \), all local maxima of \( \{ B_t(\omega), \ t \in [0, 1] \} \) are strict and constitute a dense set in \([0, 1]\).

**Proof.** Let us denote \( M[a, b] \) the maximum value taken by the Brownian motion \( B_t \) as \( t \) varies in \([a, b]\). We claim that for consecutive intervals \( a < b < c < d \),

\[ \mathbb{P}(M[a, b] \neq M[c, d]) = 1. \quad (3.3) \]

This implies the thesis, since every trajectory whose maximum are all strict verifies \( M[a, b] \neq M[c, d] \) for every choice of \( a < b < c < d \).

Let us prove (3.3). Setting

\[ X = B(c) - B(b), \quad Y = \max\{ B(c + t) - B(c), \ t \in [0, d-c] \}, \]

we have

\[ \{M[a, b] \neq M[c, d]\} = \{X \neq M[a, b] - B(b) - Y\}. \]

Notice that \( F_b \), \( X \) and \( Y \) are independent, \( M[a, b] \) and \( B(b) \) are \( F_b \)-measurable; therefore

\[ \mathbb{P}(X \neq M[a, b] - B(b) - Y) = \int \mathbb{P}(X \neq x, M[a, b] - B(b) - Y = x) \, dx \]

\[ = \int \mathbb{P}(X \neq x) \mathbb{P}(M[a, b] - B(b) - Y = x) \, dx = 1 \]

since \( X \) has a gaussian distribution and \( \mathbb{P}(X \neq x) = 1 \).

\( \square \)
The zero set of Brownian motion

We have seen the link between behaviour of the Brownian motion for \( t \) near zero and the asymptotic behaviour as \( t \to \infty \). Before we proceed with the study of the set of zeroes for the Brownian motion, let us exploit some more this link. First, we propose the following exercise.

**Problem 3.3.**
1. Prove claim (3.1):
   \[
   \sup_{n \to \infty} B_n = +\infty, \quad \inf_{n \to \infty} B_n = -\infty.
   \]
2. Prove that law of large numbers applies:
   \[
   \lim_{t \to \infty} \frac{B_t}{t} = 0 \text{ a.s.}
   \]
   Hint: write \( \sup_n \{|B_n| < \infty\} = \bigcup_{k=1}^\infty (\sup_n |B_n| < k) \) so that the probability of the event on the left is bounded by the series of the probabilities on the right. But
   \[
   \mathbb{P}(\sup_n |B_n| < k) \leq \lim_{n} \mathbb{P}(|B_n| < k) = \lim_{n} \mathbb{P}(|B_1| < k/n^{1/2}) \ldots
   \]

Let us consider the following consequence of (3.1). Writing \( W_t = tB_1/t \) as \( t \to 0 \), for almost every path there exist two sequences \( \{t_n\} \) and \( \{s_n\} \) such that \( t_{n+1} < s_{n+1} < t_n < s_n \) and \( W(t_n) > 0 \), \( W(s_n) < 0 \). Since the Brownian paths are almost surely continuous, there exists a sequence \( \{\tau_n\} \) with \( t_n < \tau_n < s_n \) and \( W(\tau_n) = 0 \). We have thus proved that

**Corollary 3.3.** With probability one, Brownian motion returns to the origin infinitely often.

Let us denote
\[
Z(\omega) = \{t \geq 0 : B_t(\omega) = 0\}
\]
and remark that \( Z \) is a random variable (taking values in \( \mathcal{B}(\mathbb{R}_+) \)). Notice that \( 0 \in Z(\omega) \) for every \( \omega \), and previous corollary shows that, with probability one, 0 is an accumulation point for \( Z(\omega) \).

**Theorem 3.4.** With probability one, the set \( Z(\omega) \) is closed, of Lebesgue measure 0, perfect, nowhere dense in \( \mathbb{R}_+ \).

**Proof.** For simplicity, we suppress the phrase “with probability one” in the following. Since \( Z(\omega) = B(\omega, \cdot)^{-1}(\mathbb{R}_+) \) is the inverse of a closed set through a continuous mapping, it follows that it is closed. Let \( \lambda \) denote Lebesgue measure on \( \mathbb{R}_+ \); using Fubini’s theorem
\[
\mathbb{E} [\lambda(Z(\omega))] = (\lambda \times \mathbb{P}) \{ (t, \omega) : B_t(\omega) = 0 \} = \int_0^\infty \mathbb{P}(B_t(\omega) = 0) \, dt = 0
\]
since \( B_t \) takes every given value with probability zero.

Let \( I \) be an interval of the positive real line; since \( t \mapsto B_t(\omega) \) is continuous on \( I \), if the set \( Z(\omega) \cap I \) were dense in \( I \) then necessarily \( B_t \equiv 0 \) on \( I \), which is absurd, since (otherwise \( B_t \) would be differentiable). Hence \( Z(\omega) \) is not dense in any interval \( I \).
It remains to prove that $Z(\omega)$ is dense in itself, that is, for any point $t \in Z(\omega)$ there exists a sequence $t_n \in Z(\omega)$, $t_n \neq t$, such that $t_n \to t$. We already know that it is true for $t = 0$.

For a general $x > 0$, let us define

$$\tau_x = \inf \{ t \geq x : B_t(\omega) = 0 \};$$

this means that $\tau_x$ is the first zero after time $x$. Notice that

$$\{ \tau_x \leq s \} \in \sigma(B_u : u \leq s) = F_s^B; \quad (3.4)$$

a random variable like $\tau_x$, non negative, and verifying (3.4) is called a stopping time. We shall return on this in next lectures; for the moment we claim that

$$W_s = B_{\tau_x+s} - B_{\tau_x}$$

is again a Brownian motion (by the way, notice that $W_0 = 0$ and $W$ has continuous paths by construction, so it remains to prove that its finite dimensional distributions agree with those of a Brownian motion).

Now, let $t = \tau_x(\omega)$ be the first zero in $Z(\omega)$ greater or equal to $x$. Since $W(\omega)$ is a trajectory of a Brownian motion, there is a sequence of positive times $s_n \to 0$ such that $W_{s_n}(\omega) = 0$, and so $B_{t+s_n}(\omega) = 0$, which means that $\{ t+s_n \}$ is a sequence in $Z(\omega)$ converging to $t$, as required.

### 3.1 Regolarity of sample paths

Of particular interest is the study of variation of sample paths, since if it were the case, it would have been possible to define a (Lebesgue) integral with respect to them. However, we shall see that this is not the case.

In Section 3.2 we provide the beautiful analysis of P. Lévy about regularity of the Brownian trajectories. We will present the law of iterated logarithm, and we prove that the Hölder exponent $\gamma < \frac{1}{2}$ cannot be improved.

#### 3.1.1 Quadratic variation

Let $f : \mathbb{R}_+ \to \mathbb{R}$ be a given function; for any interval $[s, t]$ and partition $\pi = t_0 = s < t_1 < \cdots < t_n = t$ we set

$$qV(f, \pi, [s, t]) = \sum_{i=1}^{n} \left| f(t_i) - f(t_{i-1}) \right|^2.$$

We denote $\|\pi\| = \max\{t_i - t_{i-1}\}$ the norm of the partition; then we call $f$ a finite quadratic variation function on $[s, t]$ if the following limit exists

$$qV(f, [s, t]) = \lim_{\|\pi\| \to 0} qV(f, \pi, [s, t]) < \infty.$$

We begin presenting a link between quadratic variation and Hölder continuity.
Proposition 3.5. Fix an interval \([s, t]\); then every function \(f : [s, t] \to \mathbb{R}\) Hölder continuous of parameter \(\alpha > 1/2\) verifies \(qV(f, [s, t]) = 0\).

Proof. Take a partition \(\pi\) of \([s, t]\); then
\[
\sum_{i=1}^{n} \left| f(t_i) - f(t_{i-1}) \right|^2 = \sum_{i=1}^{n} (t_i - t_{i-1})^{2\alpha} \left| f(t_i) - f(t_{i-1}) \right|^2 \\
\leq \sum_{i=1}^{n} C^2 (t_i - t_{i-1})^{2\alpha} \\
\leq C^2 \max |t_i - t_{i-1}|^{2\alpha-1} \sum_{i=1}^{n} |t_i - t_{i-1}|
\]
and, passing to the limit as \(\|\pi\| \to 0\), the thesis follows.

The next step is the study of quadratic variations for the trajectories \(t \mapsto B_t(\omega)\) of a Brownian motion on an interval \([s, t]\). If we set \(A_{[s, t]}(\omega) = qV(B(\omega), [s, t])\), it results to be a random variable \(\mathcal{F}_t\)-measurable. Surprisingly enough, it happens that this random variable is constant with probability 1, and it holds \(A_{[s, t]} = t - s\).

In order to simplify the proof, we give a weaker result, taking convergence in \(L^2\), from where convergence in probability (and convergence almost surely for a subsequence) follows.

Proposition 3.6. Let \(B = \{B_t, \tau \geq 0\}\) be a Brownian motion, \([s, t]\) be a given interval and \(\pi\) a partition of \([s, t]\). Then
\[
\lim_{\|\pi\| \to 0} qV(B, [s, t]) = t - s \quad \text{in} \quad L^2.
\]

Proof. Since \(t - s = \sum_k t_k - t_{k-1}\) we have
\[
qV(B, [s, t]) - (t - s) = \sum_k \left[ (B_{t_k} - B_{t_{k-1}})^2 - (t_k - t_{k-1}) \right]
\]
and
\[
\mathbb{E} \left[ qV(B, [s, t]) - (t - s) \right]^2
\]
\[
= \sum_{j,k} \mathbb{E} \left\{ \left[ (B_{t_k} - B_{t_{k-1}})^2 - (t_k - t_{k-1}) \right] \left[ (B_{t_j} - B_{t_{j-1}})^2 - (t_j - t_{j-1}) \right] \right\}
\]
\[
= \sum_k \mathbb{E} \left[ (B_{t_k} - B_{t_{k-1}})^2 - (t_k - t_{k-1}) \right]^2
\]
since random variables \((B_{t_k} - B_{t_{k-1}})^2 - (t_k - t_{k-1})\) and \((B_{t_j} - B_{t_{j-1}})^2 - (t_j - t_{j-1})\), for \(j \neq k\), are independent with mean 0, the expected value of their product is 0;
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\[= \sum_k (t_k - t_{k-1})^2 \mathbb{E} \left[ \left( \frac{B_{t_k} - B_{t_{k-1}}}{\sqrt{t_k - t_{k-1}}} \right)^2 - 1 \right] \]

\[= c \sum_k (t_k - t_{k-1})^2\]

where, for each \(k\), \(\frac{B_{t_k} - B_{t_{k-1}}}{\sqrt{t_k - t_{k-1}}}\) is a standard Gaussian distribution, hence

\[c = \mathbb{E} \left[ \left( \frac{B_{t_k} - B_{t_{k-1}}}{\sqrt{t_k - t_{k-1}}} \right)^2 - 1 \right] = \int_{\mathbb{R}} (x^2 - 1)^2 \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx = 2.\]

Then we have

\[\mathbb{E} \left| qV(B, \pi, [s, t]) - (t - s) \right|^2 \leq 2\|\pi\|(t - s) \rightarrow 0\]
as \(\|\pi\| \rightarrow 0\).

3.1.2 Bounded variation

Let \(f : \mathbb{R}_+ \rightarrow \mathbb{R}\) be a given function; for any interval \([s, t]\) and partition \(\pi = t_0 = s < t_1 < \cdots < t_n = t\) we set

\[V(f, \pi, [s, t]) = \sum_{i=1}^{n} \left| f(t_i) - f(t_{i-1}) \right|.\]

We call \(f\) a function with bounded variation on \([s, t]\) if the following limit exists

\[V(f, [s, t]) = \lim_{\|\pi\| \rightarrow 0} V(f, \pi, [s, t]) < \infty.\]

We call \(f\) a function with total bounded variation if there exists \(V(f, [0, \infty)) < \infty\).

We also set

\[V^+(f, \pi, [s, t]) = \sum_{i=1}^{n} \left[ f(t_i) - f(t_{i-1}) \right]^+, \quad V^-(f, \pi, [s, t]) = \sum_{i=1}^{n} \left[ f(t_i) - f(t_{i-1}) \right]^-,\]

and similarly

\[V^+(f, [s, t]) = \lim_{\|\pi\| \rightarrow 0} V^+(f, \pi, [s, t]), \quad V^-(f, [s, t]) = \lim_{\|\pi\| \rightarrow 0} V^-(f, \pi, [s, t]).\]

Take a function \(f\) with bounded variation, with \(f(0) = 0\); we set \(V^+(x) = V^+(f, [0, x])\) and \(V^-(x) = V^-(f, [0, x]), V(x) = V(f, [0, x]).\) Then we can write \(f\) as a difference between two increasing functions

\[f(x) = V^+(x) - V^-(x)\]

while the variation of \(f\) is given by \(V(x) = V^+(x) + V^-(x).\)
**Proposition 3.7.** Trajectories of a Brownian motion are, with probability 1, of unbounded variation on every interval.

**Proof.** Fix a partition \( \pi \) of the interval \([a, b]\); the quadratic variation of \( B(\omega) \) is

\[
qV(B, \pi, [a, b]) = \sum_k (B_{t_k} - B_{t_{k-1}})^2 \leq \max_k |B_{t_k} - B_{t_{k-1}}| \sum_k |B_{t_k} - B_{t_{k-1}}|
\]

Since trajectories are continuous we have

\[
\lim \|\pi\| \to 0 \max_k |B_{t_k} - B_{t_{k-1}}| = 0.
\]

Assume that there exists an event \( \Omega_{[a,b]} \), with positive probability, such that trajectories \( B(\omega) \) have bounded variation for \( \omega \in \Omega_{[a,b]} \). Then for such \( \omega \), quadratic variation of the trajectory should be 0, having a contradiction with Proposition 3.6.

We consider the sequence of intervals \([a, b]\) with rational extreme points. Define the set

\[
\tilde{\Omega} = \bigcup_{0 \leq a \leq b \in \mathbb{Q}} \Omega_{[a,b]}
\]

it holds that \( \tilde{\Omega} \in \mathcal{F} \) and \( P(\tilde{\Omega}) = 1 \). Therefore, for each \( \omega \notin \tilde{\Omega} \), \( B_t(\omega) \) has unbounded variation on every nontrivial interval \([s, t]\) with real valued extreme points (each such interval contains an interval \([a, b]\) with rational end points, and the variation increases with the interval). This concludes the proof. \( \square \)

**Corollary 3.8.** The above results, together with Proposition 3.5, imply that there exists a set of probability 1 such that the corresponding trajectories \( t \mapsto B_t(\omega) \) are nowhere \( \alpha \)-Hölder continuous for arbitrary exponent \( \alpha > \frac{1}{2} \).

### 3.2 The law of the iterated logarithm

We present in this section the fine results about regularity of Brownian sample paths. In the proceeding of the course we will not make use of them, and our presentation will try to avoid much technicalities and to give the spirits of the results.

The first result is the law of the iterated logarithm, which describes the oscillations of the Brownian sample paths near zero and infinity.

**Theorem 3.9.** For \( \omega \) in a set of probability 1

\[
\max \lim_{t \to 0^+} \frac{B_t(\omega)}{\sqrt{2t \log \log(1/t)}} = 1. \tag{3.5}
\]
Before we proceed with the proof, we shall notice the following consequences of the theorem. By symmetry,
\[ \lim_{t \to 0^+} \frac{B_t(\omega)}{\sqrt{2t \log \log(1/t)}} = -1, \]
and time inversion provides the following
\[ \lim_{t \to +\infty} \frac{B_t(\omega)}{\sqrt{2t \log \log t}} = 1, \quad \lim_{t \to +\infty} \frac{B_t(\omega)}{\sqrt{2t \log \log t}} = -1. \]

For almost every trajectory, we can construct two sequences \( \{t_n\} \) and \( \{s_n\} \), increasing and diverging to \( +\infty \), with \( s_n < t_n < s_{n+1} \), such that
\[ B(t_n) \geq \sqrt{t_n \log \log t_n}, \quad B(s_n) \leq -\sqrt{s_n \log \log s_n}. \]

Then we see that the oscillations of every path increase more and more; further, due to continuity, we see that the trajectories touch each real value infinitely often.

In preparation for the proof, we propose the following exercises.

**Problem 3.4.** Compute the tail of the normal distribution: for every \( x > 0 \) we have
\[ \frac{x}{1 + x^2} e^{-x^2/2} \leq \int_x^\infty e^{-y^2/2} \, dy \leq \frac{1}{x} e^{-x^2/2}. \] (3.6)

**Problem 3.5.** A maximal inequality for the Brownian motion. Consider first a sequence of Gaussian random variables, with zero mean, \( \{X_n, n \in \mathbb{N}\} \) and the partial sums \( S_n = X_1 + \cdots + X_k \). Show that for positive \( x \) it holds
\[ \mathbb{P}(\max_{k \leq n} S_k \geq x) \leq 2 \mathbb{P}(S_n \geq x). \]

Show that this implies
\[ \mathbb{P}(\sup_{s \leq \tau \leq t} (B_x - B_s) > x) \leq 2 \mathbb{P}((B_t - B_s) > x). \] (3.7)

Hint: Brownian motion has continuous paths, hence the probability on the left can be studied for \( \tau \) in the set of dyadic rational numbers; now, the increments are independent and Gaussian distributed...

**Proof (Proof of Theorem 3.9).** We shall prove first that
\[ \lim_{t \to 0^+} \frac{B_t(\omega)}{\sqrt{2t \log \log(1/t)}} \leq 1. \] (3.8)

With the notation \( h(t) = \sqrt{\log \log(1/t)} \) and fixed \( \delta \in (0, 1) \), we choose \( \theta \in (0, 1) \) such that \( \lambda = \theta(1 + \delta)^2 > 1. \) Define a sequence of times \( t_n = \theta^n \) decreasing to 0 and consider the events
\[ A_n = \left\{ \max_{t \in [t_n+1, t_n]} B_t > (1 + \delta)h(t) \right\}. \]

If we prove that \( \mathbb{P}(A_n) \) is a converging sequence, we have from Borel-Cantelli lemma that for \( \omega \) outside a set of measure 0, for every \( t \in [t_{n+1}, t_n] \)
$$\max_{t \to 0^+} \frac{B_t(\omega)}{h(t)} \leq (1 + \delta)$$

and from the arbitrariety of $\delta$ it follows (3.8).

To estimate the probability of $A_n$ we notice the following inclusion

$$A_n \subset \left\{ \max_{t \in [0,t_n]} B_t > (1 + \delta)h(t_{n+1}) \right\}.$$

Using (3.7) we have the following estimate on the probability of this event:

$$\mathbb{P}\left( \left\{ \max_{t \in [0,t_n]} B_t > (1 + \delta)h(t_{n+1}) \right\} \right) \leq 2\mathbb{P}(B_{t_n} > (1 + \delta)h(t_{n+1})) \leq 2\mathbb{P}\left( \frac{B_{t_n}}{\sqrt{t_n}} > \frac{(1 + \delta)h(t_{n+1})}{\sqrt{t_n}} \right)$$

the random variable on the left hand side has a Gaussian standard distribution, so we can use (3.6): set for simplicity $x_n = \frac{(1 + \delta)h(t_{n+1})}{\sqrt{t_n}}$ and we get

$$\mathbb{P}\left( \left\{ \max_{t \in [0,t_n]} B_t > (1 + \delta)h(t_{n+1}) \right\} \right) \leq \sqrt{\frac{2}{\pi}} \frac{1}{x_n} e^{-x_n^2/2}.$$

Compute $x_n^2$: using the above notation we have $x_n = 2\lambda \log((n + 1) \log(1/\theta))$ hence

$$\mathbb{P}(A_n) \leq C \frac{1}{(n + 1)^\lambda}.$$

We prove next the converse inequality. The proof is based on an application of the second part of the Borel-Cantelli lemma. With the same notation of the first part, choose first $\varepsilon$ and $\theta \in (0, 1)$; we define the events

$$A'_n = \{ B_{t_n} - B_{t_{n+1}} \geq (1 - \varepsilon)h(t_n) \}.$$

Let us prove that $\sum_n Pr(A'_n)$ diverges. The idea is to use the left inequality of (3.6), which yields, for any $x$, the estimate

$$\mathbb{P}\left( \frac{B_{t_n} - B_{t_{n+1}}}{t_n - t_{n+1}} > x \right) \geq \frac{1}{2\sqrt{2\pi}} \frac{1}{x} e^{-x^2/2}.$$

so, taking $x = x_n = (1 - \varepsilon)\frac{h(t_n)}{\sqrt{t_n - t_{n+1}}}$, we have

$$\mathbb{P}\left( \frac{B_{t_n} - B_{t_{n+1}}}{t_n - t_{n+1}} > x \right) \geq C \frac{1}{n^{(1-\varepsilon)^2/1-\theta} \sqrt{\log(n)}}.$$

If we take $\theta < 1 - (1 - \varepsilon)^2$ this term is the general term of a diverging series. Then by Borel-Cantelli lemma we have

$$\mathbb{P}(B_{t_n} - B_{t_{n+1}} \geq (1 - \varepsilon)h(t_n) \text{ infinitely often}) = 1.$$

But since from (3.8) we have proved that $B_{t_{n+1}} \geq -(1 + \varepsilon)h_{t_{n+1}}$ definitely as $n \to \infty$, we get for infinite indices $n$
\[ B_{t_n} \geq (1 - \varepsilon)h(t_n) - (1 + \varepsilon)h_{t_n+1} = h(t_n)\left(1 - \varepsilon - (1 + \varepsilon)\frac{h_{t_n+1}}{h_{t_n}}\right) \]

Using the limit \( \lim_{n \to \infty} \frac{h_{t_n+1}}{h_{t_n}} = \sqrt{\theta} \) and choosing \( \varepsilon + (1 + \varepsilon)\sqrt{\theta} < \delta \) we have

\[ B_{t_n} \geq (1 - \delta)h(t_n) \]

infinitely often.

\[ \square \]

3.2.1 Modulus of continuity

We have seen that Brownian sample paths are \( \alpha \)-Hölder continuous for every \( \alpha < \frac{1}{2} \) and, by Corollary 3.8, they are nowhere \( \alpha \)-Hölder continuous for every \( \alpha > \frac{1}{2} \). This section will treat the limit case \( \alpha = \frac{1}{2} \).

The modulus of continuity of a real function \( f : I \to \mathbb{R} \), where \( I \subset \mathbb{R} \) is a given interval, is defined as the function

\[ w(\delta) = \sup_{x,y \in I, |x - y| \leq \delta} |f(x) - f(y)|. \]

Of course, the modulus of continuity of the Brownian sample paths is bounded above by \( C\delta^{\alpha} \) for any \( \alpha > \frac{1}{2} \), since the trajectories are nowhere \( \alpha \)-Hölder continuous for such \( \alpha \). On the other hand, it shall be larger that \( \sqrt{\log \log (1/\delta)} \) by the law of the iterated logarithm. The exact modulus of continuity for the Brownian sample paths is determined from the following theorem. We omit its proof but refer the interested reader, for instance, to [KS88, Theorem 2.9.5].

**Theorem 3.10 (Lévy).** For every \( T > 0 \), on the interval \( I = [0, T] \) we have

\[ \mathbb{P}\left\{ \lim_{\delta \to 0^+} \sup_{s < t \in I, |t - s| \leq \delta} \frac{|B_t - B_s|}{(2\delta \log(1/\delta))^{1/2}} = 1 \right\} = 1. \]  

(3.9)

The above theorem states that, given \( w(\cdot, \omega) \) the modulus of continuity of the Brownian path \( B_t(\omega) \) as \( t \in [0, T] \), then a.s.

\[ \lim_{\delta \to 0^+} \frac{w(\delta, \omega)}{(2\delta \log(1/\delta))^{1/2}} = 1. \]

This result defines completely the regularity of Brownian trajectories, and we state it in next corollary.

**Corollary 3.11.** For \( \omega \) outside a set of zero measure, every Brownian path is never \( \alpha \)-Hölder continuous with exponent \( \alpha \geq 1/2 \) in a time interval \( I \subset \mathbb{R}_+ \) with nonempty internal part.

**Proof.** Take an interval \( J = [q, r] \), with rationals \( q < r \in \mathbb{Q}_+ \),

\[ \lim_{\delta \to 0^+} \sup_{s < t \in J, |t - s| \leq \delta} \frac{|B_t - B_s|}{(2\delta \log(1/\delta))^{1/2}} = 1 \quad \text{a.s.} \]  

(3.10)

Let us denote \( N_{q, r} \), the set of trajectories where (3.10) is not verified, and we know that \( N_{q, r} \) is a negligible set. Letting \( N = \bigcup_{q < r \in \mathbb{Q}_+} N_{q, r} \), \( N \) is again a negligible set.

Now, assume \( I \) is an interval with nonempty internal part such that the Brownian path \( B(\cdot, \omega) \) is \( \alpha \)-Hölder continuous on \( I \) with \( \alpha \geq 1/2 \). Necessarily, there exists an interval \( J = [q, r] \) with rational extremes such that \( J \subset I \), hence it must be \( \omega \in N \), which proves the claim.

\[ \square \]
3.3 The canonical space

Let us consider a real, standard Brownian motion $\{B_t, t \in [0, 1]\}$, defined on the space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$. Having chosen a finite interval helps to simplify some technical details and may be removed if necessary. Without loss of generality, we can assume that $\{B_t\}$ has continuous paths (by taking a modification of the process, if necessary). We consider the mapping $\xi : \omega \rightarrow \{t \mapsto B_t(\omega)\}$ which associates to each $\omega$ the trajectory, as an element in the space $\mathcal{C} = C_0([0, 1])$ of real valued, continuous functions vanishing at 0. $\mathcal{C}$, endowed with the distance

$$d(\omega, \eta) = \sup_{t \in [0, 1]} |\omega(t) - \eta(t)|$$

is a complete, separable metric space. Let $\mathcal{G}'$ the Borel $\sigma$-field generated by the open sets of $\mathcal{C}$.

Define on the space $\mathcal{C}$, the coordinate mapping functions $X(t, \cdot)(\omega) = \omega(t)$ for every $t \in [0, 1]$ and $\omega \in \mathcal{C}$. We consider the $\sigma$-algebra $\mathcal{G}$ generated by the finite-dimensional cylindrical sets

$$\{\omega \in \mathcal{C} : \omega(t_1) \in A_1, \ldots, \omega(t_n) \in A_n\},$$

with $t_1, \ldots, t_n \in [0, 1]$. It has the property that all the coordinate mapping functions $X(t)$ are $\mathcal{G}$-measurable, and $\mathcal{G}$ is the smallest $\sigma$-field with this property.

**Lemma 3.12.** $\mathcal{G} = \mathcal{G}'$.

**Proof.** The inclusion $\mathcal{G} \subset \mathcal{G}'$ is obvious; let us check the other one. The space $\mathcal{C}$ is separable, hence

$$d(\omega, \eta) = \sup_{t \in [0, 1]} |\omega(t) - \eta(t)|;$$

this implies that the spheres $U = \{\omega \in \mathcal{C} : |\omega_t - \gamma_t| \leq \varepsilon \ \forall t \in [0, 1]\}$ are in $\mathcal{G}$. But every open set $A \in \mathcal{G}'$ can be written as a countable union of spheres, hence it is in $\mathcal{G}$.

As a corollary we have the following result, whose prove we let to the reader.

**Problem 3.6.** The mapping $\xi : (\Omega, \mathcal{F}) \rightarrow (\mathcal{C}, \mathcal{G})$ is measurable, i.e., $\xi$ is a random variable taking values in $\mathcal{C}$.

Thanks to the above result, on the space $(\mathcal{C}, \mathcal{G})$ we can define the image measure $\mathbb{P} = \mu \circ \mathcal{B}^{-1}$, that is called the *Wiener measure*. Define, on the probability space $(\mathcal{C}, \mathcal{G}, \mathbb{P})$, the coordinate mapping process $X(t, \omega) = \omega(t)$ for every $t \in [0, 1]$ and $\omega \in \mathcal{C}$. $X$ is equivalent to $B$ and is often called the canonical Brownian motion.

**Addendum. A second construction of Brownian motion**

Here we propose an explicit way to construct a real Brownian motion. This construction is due to Lévy and Ciesielski (see, for instance, Karatzas and Shreve [KS88] or Zabczyk [Za04]). It does not require to appeal to the Kolmogorov existence theorem.

We proceed in some steps and ask to complete the details as exercise.
I step. We first define the Haar functions \( h_k : [0, 1] \to \mathbb{R}, k \in \mathbb{N}, \)

\[
h_0(t) = 1, \quad t \in [0, 1],
\]

\[
h_1(t) = \begin{cases} 
1 & \text{for } t \in [0, 1/2], \\
-1 & \text{for } t \in (1/2, 1]
\end{cases}
\]

and, if \( n \in \mathbb{N} \) and \( 2^n \leq k < 2^{n+1}, \)

\[
h_k(t) = \begin{cases} 
2^{n/2} & \text{for } t \in \left[\frac{k-2^n}{2^n}, \frac{k-2^n+1/2}{2^n}\right], \\
-2^{n/2} & \text{for } t \in \left(\frac{k-2^n+1/2}{2^n}, \frac{k-2^n+1}{2^n}\right], \\
0 & \text{otherwise.}
\end{cases}
\]

The sequence \((h_k)\) forms an orthonormal and complete system in \(L^2(0, 1)\).

II step. Define the Schauder functions \( s_k : [0, 1] \to \mathbb{R}, k \in \mathbb{N}, \)

\[
s_k(t) = \int_0^t h_k(s)\,ds, \quad k \in \mathbb{N}.
\]

Note that all \( s_k \) are non-negative; moreover we have

\[
\|s_k\|_{\infty} = \sup_{t \in [0, 1]} |s_k(t)| = 2^{n/2} \frac{1}{2^{n+1}} = 2^{-n/2-1}, \quad 2^n \leq k < 2^{n+1}.
\]

(3.11)

III step. Let us consider a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) on which it is well defined a sequence \(\{X_n, n \in \mathbb{N}\}\) of independent real Gaussian random variables such that the law of each \(X_n\) is \(N(0, 1)\).

For instance, we can take \(\Omega = \prod_{i \in \mathbb{N}} (\mathbb{R}), \) the product of infinite copies of the real line \(\mathbb{R}_i = \mathbb{R}, i \in \mathbb{N}, \) endowed with the product \(\sigma\)-algebra \(\mathcal{F} = \mathcal{B}(\mathbb{R}) \times \ldots \times \mathcal{B}(\mathbb{R}) \times \ldots.\) Moreover, we take as measure \(\mathbb{P}\) the infinite product of Gaussian laws \(N(0, 1).\) We define \(X_n(\omega) = \omega_n,\) for any \(\omega \in \Omega, n \in \mathbb{N}.\) It is clear that \((\Omega, \mathcal{F}, \mathbb{P}, \{X_n\})\) satisfies our assertion.

IV step. Consider the previous sequence of independent Gaussian random variables \(\{X_n\}.\) One has that

\[
|X_k(\omega)| \text{ is } O(\sqrt{\log k}) \text{ for } k \to \infty, \text{ a.s.}
\]

Indeed, we have \(\mathbb{P}(|X_k| > 4\sqrt{\log k}) \leq c e^{-4\log k} = c \frac{e}{k}, \) \(k \in \mathbb{N},\) and, applying the Borel-Cantelli lemma, for any \(\omega\) a.s., there exists \(k_0 = k_0(\omega)\) such that, if \(k \geq k_0\) then \(|X_k(\omega)| \leq 4\sqrt{\log k}.\)

V step. Define

\[
B_t(\omega) = \sum_{k \geq 0} X_k(\omega)s_k(t), \quad \omega \in \Omega, \ t \in [0, 1].
\]

One verifies that \(\{B_t, t \in [0, 1]\}\) is a Brownian motion (note that \(B_0(\omega) = 0\) for any \(\omega\)).
VI step. We extend the previous definition of $B_t$ when $t \in [0, \infty)$.

Consider a sequence of infinite copies of the same probability space:

$$(\Omega_k, \mathcal{F}_k, \mathbb{P}_k) = (\Omega, \mathcal{F}, \mathbb{P}), \quad k \geq 0$$

where $(\Omega, \mathcal{F}, \mathbb{P})$ is the probability space on which is defined $B_t$, $t \in [0, 1]$. Let us introduce the product probability space

\[
\begin{align*}
\hat{\Omega} &= \prod_{k \geq 0} \Omega_k, \\
\hat{\mathcal{F}} &= \prod_{k \geq 0} \mathcal{F}_k, \\
\hat{\mathbb{P}} &= \prod_{k \geq 0} \mathbb{P}_k.
\end{align*}
\]

Let us denote by $B^k_t$ the Brownian motion on $(\Omega_k, \mathcal{F}_k, \mathbb{P}_k)$, $t \in [0, 1]$. Define in a recursive way:

\[
\begin{align*}
\hat{B}_t &= B^1_t, \quad t \in [0, 1], \\
\hat{B}_t &= \hat{B}_t^{n+1} + B^{n+1}_{t-n}, \quad t \in [n, n+1], \quad n \geq 1.
\end{align*}
\]

Hence, for $\omega = (\omega_k) \in \hat{\Omega}$,

\[
\begin{align*}
\hat{B}_t(\omega) &= B^1_t(\omega_1), \quad t \in [0, 1], \\
\hat{B}_t(\omega) &= B^1_t(\omega_1) + B^2_{t-1}(\omega_2), \quad t \in [1, 2], \\
&\quad \ldots \\
\hat{B}_t(\omega) &= \sum_{k=1}^n B^k_t(\omega_k) + B^{n+1}_{t-n}(\omega_{n+1}), \quad t \in [n, n+1].
\end{align*}
\]

One checks that $\{\hat{B}_t, \ t \geq 0\}$ is a real Brownian motion on $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})$.
In this lecture we introduce in Section 4.1 a new class of random variables, namely the stopping times, and in Section 4.2 the class of stochastic processes named martingales. Stopping times and martingales have a clear interpretation in gambling and we will adopt sometimes this terminology; this will allow us to explain the ideas which motivate the mathematical definitions. Notice that the French martingale denotes the strategy of doubling the bet after a loss.

Both these objects will play a fundamental rôle in the following, starting from the end of this lecture where we show that a Brownian motion is a continuous time martingale and we prove some properties of Brownian motion related to its filtration.

Stopping times enter in a natural way in the theory of Markovian processes, where they define the important class of strong Markov processes. It is worth mentioning since now that definition and properties of a stopping time are independent from the probability measure and are rather set-theoretical concepts.

The ideas in this lecture have a central position in all textbooks on the stochastic processes and stochastic integration; for a comprehensive introduction, which contains also the important limit theorems for martingales, we refer to Ethier and Kurtz [EK86] or the other books listed in the bibliography.

4.1 Stopping times

Suppose that a gambler decide to continue playing roulette against the house until a certain value happens. Let $\tau$ be the time at which he will stop playing; the event $\{\tau \leq t\}$ will depend only on the observations of the gambler up to time $t$. This is a good example of what we call a stopping time, that is a random variable such that “its happening does not depend on the future”.

**Definition 4.1.** Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in T\}, \mathbb{P})$ be a filtered probability space. A random variable $\tau : \Omega \to T \cup \{+\infty\}$ is called a stopping time if for each $t \in T$ the event

$$\{\tau \leq t\} = \{\omega \in \Omega : \tau(\omega) \leq t\}$$

belongs to $\mathcal{F}_t$. We further set

$$\mathcal{F}_\tau = \{A \in \mathcal{F} : A \cap \{\tau \leq t\} \in \mathcal{F}_t \text{ for each } t \in T\}.$$
We list below some consequences of the general definition. Recall that $T$ denotes a general subset of $\mathbb{R}_+$ and, in particular $T$ could be $\mathbb{N}$.

1. A stopping time can be deterministic if $\tau(\omega) = t$, for $\omega \in \Omega$ (but also $\tau(\omega) = +\infty$ is a stopping time).
2. Actually, the measure $\mathbb{P}$ plays no rôle here; the only important thing is the filtration $\{F_t, \ t \in T\}$.
3. It is not difficult to check that $F_\tau$ is a $\sigma$-field (for instance, if $A \in F_\tau$ then $A^c \in F_\tau$ since $A^c \cap \{\tau \leq t\} = \{\tau \leq t\} \setminus (A \cap \{\tau \leq t\}) \in F_t$).

Heuristically, $F_\tau$ stands for the collection of events for which, at the random time $\tau$, we can decide whether they have occurred or not.

4. Note that also $\{\tau < t\} \in F_t$, $t \in T$, since $\{\tau < t\} = \bigcup_{n \geq 1} \{\tau \leq t - \frac{1}{n}\}$.

**Remark 4.2.** In case the filtration $\{F_t, \ t \in T\}$ does not satisfies the standard assumptions (in particular if it is not right-continuous), it is natural to introduce the following definition of optional time, see for instance Karatzas and Shreve [KS88].

A random variable $\tau: \Omega \to T \cup \{+\infty\}$ is an optional time if $\{\tau < t\} \in F_t$, $t \in T$. Clearly any stopping time is an optional time. Viceversa, in general an optional time $\tau$ is a stopping time only with respect to the filtration $\{F_{t+}\}$, i.e., $\{\tau \leq t\} = \bigcap_{\epsilon > 0} \{\tau < t + \epsilon\} \in F_{t+}$. 

We proceed by considering examples and properties of stopping times.

**Problem 4.1.** We are given two stopping times $\sigma$ and $\tau$, defined on the same filtered probability space $(\Omega, F, \{F_t\}, \mathbb{P})$. Then

1. $\tau$ is $F_\tau$-measurable.
2. $\sigma \vee \tau$ (i.e., the maximum between $\sigma$ and $\tau$), $\sigma \wedge \tau$ (i.e., the minimum between $\sigma$ and $\tau$) are two stopping times.
3. If $\sigma \leq \tau$, then $F_\sigma \subset F_\tau$.

Hint: We only note that 1. holds since $\{\tau \leq s\} \cap \{\tau \leq t\} \in F_{t\wedge s}$, for $t, s \in T$, and so $\{\tau \leq s\} \in F_\tau$.

We have seen that the minimum of two stopping times is again a stopping time. This can be extended to the infimum of a sequence of stopping times $\{\tau_n\}$, i.e.,

$$\tau = \inf_{n \in \mathbb{N}} \{\tau_n\}.$$ 

Indeed, we have

$$\{\tau < t\} = \bigcup_{n} \{\tau_n < t\} \in F_t$$

and now $\{\tau \leq t\} = \bigcap_{\epsilon > 0} \{\tau < t + \epsilon\} \in F_{t+} = F_t$. Thus, if the filstration satisfies the standard assumptions, $\tau$ is a stopping time.

We assume next that $\tau$ is a stopping time, and ask wether it is possible to approximate it in a shrewd way. Then we set
\[ \tau_n = 2^{-n}[2^n \tau + 1] \]

where \([x]\) stands for the integer part of \(x\). For instance, taking \(\tau(\omega) = 3/7\), then

\[ \tau_1(\omega) = \tau_2(\omega) = \tau_3(\omega) = 1/2, \quad \tau_4(\omega) = \tau_5(\omega) = \tau_6(\omega) = 7/16, \quad \ldots \]

\(\{\tau_n\}\) is a sequence of random times taking countable many values (actually, taking values in \(2^{-n} \mathbb{N}\)); moreover \(\tau_n > \tau, \tau_n \downarrow \tau\) and, since

\[ \{\tau_n \leq \frac{k}{2^n}\} = \{\tau < \frac{k}{2^n}\} \in \mathcal{F}_{k/2^n}, \]

\(\tau_n\) is a stopping time. We summarize the above construction in the following statement.

**Corollary 4.3.** For any stopping time \(\tau\), there exists a sequence of stopping times \(\{\tau_n\}\) with respect to the same filtration, such that \(\tau_n \downarrow \tau\).

Also the sum of two stopping times \(\sigma + \tau\) is a stopping time. Consider for each \(t\)

\[ \{\sigma + \tau \leq t\} = \bigcup_{r \in \mathbb{Q} \cap [0,t]} \{\sigma \leq r, \tau \leq t - r\} \]

since each member of the union if in \(\mathcal{F}_t\) so is the union.

**Example 4.4.** We have met the Poisson process \(\{N_t, t \geq 0\}\) in the first lecture. Let

\[ \tau = \inf\{t \geq 0 : N_t = 1\} \]

be the first jump time (recall that \(X_1 = \tau\)). Then \(\tau\) is a stopping time with respect to the completed natural filtration \(\mathcal{F}^N_t, t \geq 0\) since

\[ (\tau > t) = \bigcap_{s \leq t} \{N_s = 0\} \]

belongs to \(\mathcal{F}^N_t, t \geq 0\). Notice that \(\mathcal{F}^N_t, t \geq 0\) satisfies the standard assumptions (the reader should verify this, however see Protter [Pr04, page 22]). The stopping time \(\tau\) may be also called the first passage time from level 1, or the hitting time of the set \(B = [1, \infty)\).

Let \(\{B_t, t \geq 0\}\) be a real Brownian motion on the filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\); for given \(\lambda > 0\), let

\[ \tau_\lambda = \inf\{t \geq 0 : B_t \geq \lambda\} \]

be the first passage time from level \(\lambda\). This is again a stopping time (with respect to the filtration \(\mathcal{F}_t, t \geq 0\)).

**Problem 4.2.** Show that \(\tau_\lambda\) is a stopping time.
4.1.1 Progressively measurable processes

In the last two examples, we have started to relate stopping times and stochastic processes. We already mentioned that for stopping times it is the filtration that matter, so we shall investigate properties of stochastic processes related to the filtration.

Recall that a stochastic process \( \{X_t, t \in T\} \) with values in \((E, \mathcal{E})\) defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in T\}, \mathbb{P})\), in general, does not show any regularity with respect to time \( t \) (since we impose a condition on \( \omega \) for each fixed \( t \)). To overcome this point, we introduce the concept of *progressive measurability*. To simplify notation, we give the definition for \( T = \mathbb{R}_+ \).

**Definition 4.5.** A stochastic process \( X = \{X_t, t \geq 0\} \) is called progressively measurable if, for every \( s > 0 \), the mapping \((t, \omega) \mapsto X_t(\omega)\) is measurable from \([0, s] \times \Omega\), endowed with the product \(\sigma\)-algebra \(\mathcal{B}([0, s]) \otimes \mathcal{F}_s\), into \((E, \mathcal{E})\).

A progressively measurable process is always adapted, but the converse does not hold in general. The following proposition shows a useful sufficient condition for this to happen.

**Proposition 4.6.** An adapted stochastic process with right continuous paths is progressively measurable.

**Proof.** For given \( u \in T \) and \( s \leq u \) we set

\[
X^{(n)}(s) = \begin{cases} 
X_{\frac{k}{2^n}u} & \text{for } s \in \left[\frac{k}{2^n}u, \frac{k+1}{2^n}u\right], \quad k = 0, \ldots, 2^n - 1, \\
X_u & \text{for } s = u.
\end{cases}
\]

We have \( X^{(n)}(s) \to X(s) \), as \( n \to \infty \), for every \( s \leq u, \omega \in \Omega \). Moreover, \( X^{(n)} \) is progressively measurable, since for any \( \Gamma \in \mathcal{E} \) the set

\[
\{(s, \omega) : s \leq u, X_s^{(n)}(\omega) \in \Gamma\} = \bigcup_{k < 2^n} \left[\frac{k}{2^n}u, \frac{k+1}{2^n}u\right] \times \left\{X_{\frac{k+1}{2^n}} \in \Gamma\right\} \cup \{u\} \times \{X_u \in \Gamma\}
\]

belongs to \(\mathcal{B}([0, u]) \otimes \mathcal{F}_u\). Therefore, the mapping \((s, \omega) \mapsto X_s(\omega)\) is \((\mathcal{B}([0, u]) \otimes \mathcal{F}_u)\)-measurable, being pointwise limit of \((\mathcal{B}([0, u]) \otimes \mathcal{F}_u)\)-measurable functions.

Therefore, both the Brownian motion and the Poisson process are progressively measurable processes. In the following result, we link progressive processes and stopping times.

**Proposition 4.7.** Let \( \{X_t, t \geq 0\} \) be a progressively measurable process with values in \( E \) and \( \tau \) be a stopping time; define \( X_\tau : \Omega \to E, X_\tau(\omega) := X_{\tau(\omega)}(\omega), \) for \( \omega \in \Omega \). Then \( X_\tau \) is a \( \mathcal{F}_\tau \)-measurable random variable.

**Proof.** We have that \( X_\tau \) is a random variable, being the composition of the measurable mappings \( \omega \mapsto (\omega, \tau(\omega)) \) and \((\omega, t) \mapsto X_t(\omega)\) (here the assumption of \( X \) being progressively measurable is not necessary, it is sufficient that \( X \) is measurable from \( \mathbb{R}_+ \times \Omega \) into \( E \)).

Define \( \Omega_t = \{\tau \leq t\} \). Then \( X_\tau \) is measurable as a mapping from \((\Omega_t, \mathcal{F}_t)\) in \((E, \mathcal{E})\) being the composition of the measurable mappings

\[
\omega \mapsto (\omega, \tau(\omega)) \text{ from } (\Omega_t, \mathcal{F}_t) \text{ into } (\Omega_t \times [0, t], \mathcal{F}_t \otimes \mathcal{B}([0, t]))
\]
The sequence system is defined by we double the stack ($\Delta$ or black) on the same table leads to $F$. Results in a sequence of independent random variables playing at a casino. The successive outcomes of the chosen game are independent each other, and to motivate the introduction of martingales, we discuss a very simple example in terms of a gambler.

4.2 Martingale

To motivate the introduction of martingales, we discuss a very simple example in terms of a gambler playing at a casino. The successive outcomes of the chosen game are independent each other, and results in a sequence of independent random variables $\{\Delta_n\}$ which represent the amount of win (and loss) of the $n$-th stake. Let $X_0$ be the initial fortune of the gambler; at each play he stakes a quantity $W_n \geq 0$ and wins $W_n\Delta_n$; for instance, playing a number on a roulette table, $\Delta_n = 35$ if he gets the number, and $\mathbb{P}(\Delta_n = 35) = \frac{1}{37}$, and $\Delta_n = -1$ if he looses, and $\mathbb{P}(\Delta_n = -1) = 1 - \frac{1}{37}$. Playing red (or black) on the same table leads to $\Delta_n = 1$ with probability $p = \frac{18}{37}$ and $\Delta_n = -1$ with probability $q = 1 - p = \frac{19}{37}$.

After $n - 1$ plays, the gambler’s capital is $X_{n-1} = X_0 + W_1\Delta_1 + \cdots + W_{n-1}\Delta_{n-1}$. He next decides the amount $W_n$ to stake on $n$-play: its decision shall depend only on $X_0, X_1, \ldots, X_{n-1}$ and $\Delta_1, \ldots, \Delta_{n-1}$, so $W_n \in \mathcal{F}_{n-1}$ is independent from $\Delta_n$.

Example 4.9. Suppose that the gambler choose to bet one stack each time, and he decides to stop after the first loss; let $\tau$ be the first time for which $\Delta_n < 0$. Then $\tau$ is a stopping time; further, the betting system is $W_n = 1$ if $n \leq \tau$, and $W_n = 0$ otherwise.

In the simplest example with $\Delta_n = \pm 1$ with equal probability $p = q = \frac{1}{2}$, the martingale betting system is defined by $W_n = W_{n-1}$ if $\Delta_{n-1} = +1$ and $W_n = 2W_{n-1}$ otherwise, that is, if we loose, then we double the stack ($W_1$ is left to be chosen arbitrarily). It is easily seen that $\mathbb{E}[X_n] = X_0$ for every $n$. The sequence $\{X_n, n \geq 1\}$ of the gambler’s capital is an example of the class of stochastic processes that we call martingale.

The interest for martingale in stochastic analysis, however, goes far beyond this example. In particular, martingale theory gives rise to several powerful inequalities that we shall exploit in connection with Brownian motion, Markov processes and in the construction of stochastic integrals. Also, much of the theory can first be proved for discrete times martingale and then extended to the continuous time case, due to some standard approximation procedure.

Definition 4.10. Let $\{X_t, t \in T\}$ a stochastic process with values in $E$, adapted to a filtration $\{\mathcal{F}_t, t \in T\}$. We say that $X_t$ is a martingale if

1. for each $t \in T$, $X_t$ is integrable, and
2. for each $s < t \in T$, $\mathbb{E}(X_t | \mathcal{F}_s) = X_s$ a.s. (martingale property).

and $(\omega, s) \rightarrow X_s(\omega)$ from $(\Omega_t \times [0, t], \mathcal{F}_t \otimes \mathcal{B}([0, t]))$ into $(E, \mathcal{E})$.

Hence, if $A \in \mathcal{E}$:

$\{\tau \leq t\} \cap \{X_{\tau} \in A\} = \{\omega \in \Omega_t : X_{\tau}(\omega) \in A\} \in \mathcal{F}_t$

for each $t$ which implies $\{X_{\tau} \in A\} \in \mathcal{F}_\tau$.

□

Corollary 4.8. Assume that $\{X_n, n \in \mathbb{N}\}$ is a stochastic process adapted with respect to the filtration $\{F_n, n \in \mathbb{N}\}$. Then $X_\tau$ is $\mathcal{F}_\tau$-measurable for any stopping time $\tau$ with respect to the filtration $\{F_n\}$.
If the filtration is not explicitly stated, we shall assume that it is the natural filtration. If we want to stress the dependence on the filtration \( \{F_t, t \in T\} \), we write that \( X \) is an \( F_t \)-martingale.

**Definition 4.11.** Let \( \{X_t, t \in T\} \) a real valued stochastic process, adapted to a filtration \( \{F_t, t \in T\} \). We say that \( X_t \) is a submartingale if

1. for each \( t \in T \), \( X_t \) is integrable, and
2. for each \( s < t \in T \), \( X_s \leq \mathbb{E}(X_t \mid F_s) \) a.s. (submartingale property).

The process \( \{X_t, t \in T\} \) is a submartingale if \(-X_t\) is a submartingale (i.e., the inequality in 2. is reversed).

**Example 4.12.** If \( T = \mathbb{N} \) and \( \{\xi_i, i \in \mathbb{N}\} \) is a sequence of independent, zero mean random variables, setting

\[
X_n = \xi_1 + \cdots + \xi_n
\]

defines a martingale. Actually, \( X_n = X_{n-1} + \xi_n \) where \( \xi_n \) is independent from \( X_1, \ldots, X_{n-1} \) and also from \( F_{n-1} = \sigma(X_1, \ldots, X_{n-1}) \), so one gets

\[
\mathbb{E}[X_n \mid F_{n-1}] = \mathbb{E}[X_{n-1} \mid F_{n-1}] + \mathbb{E}[\xi_n \mid F_{n-1}] = X_{n-1} + \mathbb{E}[\xi_n] = X_{n-1}.
\]

**Example 4.13.** If \( X_n \) is the capital of a gambler after the \( n \)-th play and \( F_n \) represents his information about the game, then \( X_n = \mathbb{E}(X_{n+1} \mid F_n) \) says that his expected fortune after next play is the same as his present one. This models for a *fair game*. Also, if we consider any betting strategy \( \{W_n, n \in \mathbb{N}\} \) (i.e., \( W_n \) is \( F_{n-1} \)-measurable, \( \xi_n = W_n \Delta_n \) has zero mean) that implies \( \mathbb{E}[\xi_n] = 0 \), another justification for the name “fair game”) then previous example shows that

\[
X_n = X_0 + W_1 \Delta_1 + \cdots + W_n \Delta_n
\]

is again a martingale. If the game is unfair to the gambler, that is, if \( \mathbb{E}[\Delta_n] < 0 \), then \( X_n \) is a submartingale.

In general, linear combination of martingales is again a martingale and linear combination (with positive coefficients) of sub- (sur-)martingale remains a submartingale (resp., a surmartingale).

Assume further that \( X \) is a martingale (resp. a submartingale) and \( \Phi : \mathbb{R} \to \mathbb{R} \) a convex function (resp. an increasing function) such that \( \Phi(X_t) \) is still integrable; then \( \{\Phi(X_t), t \in T\} \) is a submartingale (it is enough to apply Jensen’s inequality). In particular, if \( \{X_t, t \in T\} \) is a martingale, \( \{|X_t|, t \in T\} \) is a submartingale and if \( X_t \in L^2 \) for each \( t \), then \( \{X_t^2, t \in T\} \) is a submartingale (with respect to the same filtration).

**Remark 4.14.** Let \( \{M_t, t \in T\} \) be a martingale; then \( \mathbb{E}[M_t] = \mathbb{E}[\mathbb{E}(M_t \mid F_s)] = \mathbb{E}[M_s] \) so that \( \mathbb{E}[M_t] \) is constant for each \( t \in T \).

In particular, if \( X_t \) is a positive martingale, i.e. \( X_t \geq 0 \) a.s., then \( \{X_t, t \in T\} \) is bounded as a subset of \( L^1 \): \( \mathbb{E}[|X_t|] = \mathbb{E}[X_t] = \text{const.} \)
4.2.1 Inequalities for martingales

In this section we consider a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_n, \ n \in \mathbb{N}\}, P)\) on which it is defined a discrete time submartingale \(\{X_n, \ n \in \mathbb{N}\}\). We also deal with \(\mathcal{F}_n\)-stopping times (with values in \(\mathbb{N}\)).

With start with a useful result.

**Proposition 4.15.** Let \(X = \{X_n, \ n \in \mathbb{N}\}\) be a martingale and \(\tau\) be a stopping time for the filtration \(\{\mathcal{F}_n, \ n \in \mathbb{N}\}\). Then the stopped process \(Y = \{X_n \wedge \tau, \ n \in \mathbb{N}\}\) is again a martingale with respect to the filtration \(\{\mathcal{F}_n, \ n \in \mathbb{N}\}\).

**Proof.** Note that \(\{\tau \geq n + 1\} = \{\tau \leq n\}^c \in \mathcal{F}_n\); moreover \(X_n \wedge \tau\) and \(X_{n+1} \wedge \tau\) coincide on \(\{\tau \leq n\}\). Hence we find, a.s.,

\[
\mathbb{E}(X_{n+1} \wedge \tau - X_n \wedge \tau \mid \mathcal{F}_n) = \mathbb{E}((X_{n+1} \wedge \tau - X_n \wedge \tau) 1_{\{\tau \geq n + 1\}} \mid \mathcal{F}_n) = 1_{\{\tau \geq n + 1\}} \mathbb{E}(X_{n+1} - X_n \mid \mathcal{F}_n) = 0.
\]

We leave as an exercise to prove the following simple fact that will be useful later on.

**Problem 4.3.** Let \(X = \{X_n, \ n \in \mathbb{N}\}\) be a submartingale with respect to the filtration \(\{\mathcal{F}_n, \ n \in \mathbb{N}\}\). Let \(\tau\) be a stopping time with respect to \(\{\mathcal{F}_n, \ n \in \mathbb{N}\}\), bounded by a constant \(N \in \mathbb{N}\). Prove that

\[
X_\tau \leq \mathbb{E}[X_N \mid \mathcal{F}_\tau]\quad a.s.
\]

If we integrate both sides of last formula, we obtain in particular that

\[
\mathbb{E}[X_\tau] \leq \mathbb{E}[X_N].
\]

Thanks to next theorem, we see that martingale property still holds if we consider bounded stopping times instead of fixed times; this is an important result with several consequences.

**Theorem 4.16 (Optional Sampling Theorem).** Let \(X = \{X_n, \ n \in \mathbb{N}\}\) be a submartingale and \(\tau, \sigma\) be two stopping times for the filtration \(\{\mathcal{F}_n, \ n \in \mathbb{N}\}\) bounded by a constant \(N \in \mathbb{N}\) and such that \(\tau \leq \sigma\) a.s. Then

\[
X_\tau \leq \mathbb{E}[X_\sigma \mid \mathcal{F}_\tau]\quad a.s. \tag{4.1}
\]

**Proof.** First, note that \(X_\tau\) and \(X_\sigma\) are both integrable. Indeed, \(|X_\tau| \leq \sum_{j=1}^N |X_j|\), a.s., and similarly for \(X_\sigma\).

We have to prove that, for any \(A \in \mathcal{F}_\tau\)

\[
\int_A X_\tau \mathbb{P}(d\omega) \leq \int_A X_\sigma \mathbb{P}(d\omega).
\]

Letting \(A_j = A \cap \{\tau = j\} \in \mathcal{F}_j\), one has that \(A\) is given as a union of disjoint sets \(A = \bigcup_{j=1}^N A_j\). Thus it is sufficient to show that, for any \(j = 1, \ldots, N\), it holds

\[
\int_{A_j} X_\sigma \mathbb{P}(d\omega) \geq \int_{A_j} X_\tau \mathbb{P}(d\omega) = \int_{A_j} X_j \mathbb{P}(d\omega).
\]
Notice that in $A_j$ it holds $\sigma \geq j$, therefore

$$\int_{A_j} X_{\sigma \land j} \mathbb{P}(d\omega) = \int_{A_j} X_j \mathbb{P}(d\omega).$$

We can show that, for $j \leq m < N$, we have

$$\int_{A_j} X_{\sigma \land m} \mathbb{P}(d\omega) = \int_{A_j} X_{\sigma \land m} \mathbb{P}(d\omega) \leq \int_{A_j} X_{\sigma \land m} \mathbb{P}(d\omega)$$

since $A_j \cap \{\sigma > m\} \in \mathcal{F}_m$. Using a recursive argument, from previous inequality follows

$$\int_{A_j} X_j \mathbb{P}(d\omega) = \int_{A_j} X_{\sigma \land j} \mathbb{P}(d\omega) \leq \int_{A_j} X_{\sigma \land N} \mathbb{P}(d\omega) = \int_{A_j} X_{\sigma \land (m+1)} \mathbb{P}(d\omega)$$

as required.

Remark 4.17. Obviously, if $\{X_n\}$ is a martingale then (4.1) becomes an equality; for a supermartingale the inequality is reversed. Further, taking expectation in both sides of (4.1) we have

$$\mathbb{E}[X_{\tau}] \leq \mathbb{E}[X_{\sigma}], \quad \text{for bounded stopping times } \tau \leq \sigma \text{ a.s.}$$

We provide now an interesting consequence of Theorem 4.16. Observe that this result provides an equivalent definition of martingales that does not require conditional expectation.

Corollary 4.18. Consider a sequence $\{X_n, n \in \mathbb{N}\}$ of real, integrable random variables, adapted to a filtration $\{\mathcal{F}_n, n \in \mathbb{N}\}$. Then $\{X_n\}$ is a martingale if and only if for each bounded stopping time $\tau$ it holds $\mathbb{E}[X_{\tau}] = \mathbb{E}[X_0]$.

Proof. If $\{X_n\}$ is a martingale, the thesis follows from the Optional Samplng Theorem. Let us consider the converse inequality. Fix $m < n$ and $A \in \mathcal{F}_m$: then we aim to prove that $\mathbb{E}[X_m 1_A] = \mathbb{E}[X_n 1_A]$. Let us choose stopping times $\tau$ and $\sigma$ such that

$$\tau(\omega) = \begin{cases} 
  m & \text{for } \omega \in A \\
  n & \text{for } \omega \in A^c
\end{cases}$$

and $\sigma(\omega) \equiv n$, so that $\tau \leq \sigma \text{ a.s.}$ and

$$\mathbb{E}[X_{\tau}] = \mathbb{E}[X_0] = \mathbb{E}[X_{\sigma}] = \mathbb{E}[X_n]. \quad (4.2)$$

Now, since

$$\mathbb{E}[X_{\tau}] = \mathbb{E}[X_{\tau} 1_A] + \mathbb{E}[X_{\tau} 1_{A^c}] = \mathbb{E}[X_m 1_A] + \mathbb{E}[X_n 1_{A^c}]$$
and $E[X_n] = E[X_n 1_A] + E[X_n 1_{A^c}]$, equality (4.2) implies

$$E[X_m 1_A] = E[X_n 1_A]$$

and the proof is complete.

The following inequalities play a fundamental rôle in the theory of martingales. We are given a sequence $X = \{X_n, n \in \mathbb{N}\}$ of integrable random variables, adapted to a filtration $\{F_n, n \in \mathbb{N}\}$; define $X_n^* = \sup_{j \leq n} |X_j|$; then $X_n^*$ is integrable and Chebychev’s inequality implies

$$P(X_n^* \geq \alpha) \leq \frac{1}{\alpha} E[X_n^*], \quad \alpha > 0.$$  

In case $X$ is a positive submartingale, we can substitute the mean of $X_n^*$ with that of $X_n$.

**Theorem 4.19 (Maximal inequality).** Let $\{X_n, n \in \mathbb{N}\}$ be a positive submartingale. Then for every $\lambda > 0$ we have

$$P(X_n^* \geq \lambda) \leq \frac{1}{\lambda} E[X_n]. \quad (4.3)$$

**Proof.** Let $A = (\max_{i=1, \ldots, n} X_i \geq \lambda)$; we define a partition $\{A_i\}$ for $A$ setting

$$A_1 = \{\omega \mid X_1(\omega) \geq \lambda\}$$

$$A_2 = \{\omega \mid X_1(\omega) < \lambda \leq X_2(\omega)\}$$

and, in general

$$A_i = \{\omega \mid \max_{k=1, \ldots, i-1} X_k(\omega) < \lambda \leq X_i(\omega)\}$$

so that

$$A = \bigcup_{i=1}^n A_i = \{\omega \mid \max_i X_i(\omega) \geq \lambda\}$$

(note that some $A_i$ could be empty). For every $i$ it holds $X_i \geq \lambda$, i.e., $\frac{X_i}{\lambda} \geq 1$ on $A_i$. Then

$$P(A) = \sum_{i=1}^n P(A_i) = \sum_{i=1}^n \int_{A_i} P(d\omega) \leq \frac{1}{\lambda} \sum_{i=1}^n \int_{A_i} X_i P(d\omega).$$

If we apply submartingale property we get

$$\int_{A_i} X_n P(d\omega) \geq \int_{A_i} X_i P(d\omega);$$

then

$$P(A) \leq \frac{1}{\lambda} \sum_{i=1}^n \int_{A_i} X_i P(d\omega) \leq \frac{1}{\lambda} \sum_{i=1}^n \int_{A_i} X_n P(d\omega) = \frac{1}{\lambda} \int_A X_n P(d\omega) \leq \frac{1}{\lambda} E[X_n],$$

which gives (4.3). □
Lemma 4.20. Let \( \{X_n, n \in \mathbb{N}\} \) be a positive submartingale, \( p \)-integrable for some \( p > 1 \). Then, for every \( n \in \mathbb{N} \),
\[
\mathbb{E} |X_n^*|^p \leq \left( \frac{p}{p-1} \right)^p \mathbb{E}[X_n^p], \quad \text{where } X_n^* = \max_{1 \leq k \leq n} X_k.
\]

Proof. Let us define, for \( \lambda > 0 \)
\[
\tau_\lambda(\omega) = \begin{cases} 
\inf\{1 \leq k \leq n : X_k(\omega) > \lambda\} & \text{if } \{ \} \neq \emptyset \\
n + 1 & \text{if } \{ \} = \emptyset.
\end{cases}
\]

With the notation introduced in the above proof, it is
\[
A_k = A_k(\lambda) = 1_{\{\tau_\lambda = k\}}.
\]

It is
\[
\sum_{k=1}^{n} 1_{\{\tau_\lambda = k\}} = 1_{\{X^*_n > \lambda\}}
\]
which implies, for every \( p > 1 \),
\[
|X_n^*|^p = p \int_{0}^{\infty} \lambda^{p-1} \sum_{k=1}^{n} 1_{\{\tau_\lambda = k\}} \, d\lambda. \tag{4.4}
\]

Since it holds that \( \lambda \leq X_k \) on \( A_k \), we have
\[
\lambda^{p-1} \sum_{k=1}^{n} 1_{\{\tau_\lambda = k\}} \leq \lambda^{p-2} \sum_{k=1}^{n} X_k 1_{\{\tau_\lambda = k\}}. \tag{4.5}
\]

Now we know that \( X \) is a submartingale while \( 1_{\{\tau_\lambda = k\}} \) is \( \mathcal{F}_k \)-measurable, hence
\[
X_k 1_{\{\tau_\lambda = k\}} \leq \mathbb{E}(X_n | \mathcal{F}_k) 1_{\{\tau_\lambda = k\}} = \mathbb{E}(X_n 1_{\{\tau_\lambda = k\}} | \mathcal{F}_k).
\]

Using the above inequality and taking expectation in (4.5) we obtain (recall the property of the mean of a conditional expectation)
\[
\mathbb{E} \left[ \lambda^{p-1} \sum_{k=1}^{n} 1_{\{\tau_\lambda = k\}} \right] \leq \mathbb{E} \left[ \lambda^{p-2} \sum_{k=1}^{n} X_n 1_{\{\tau_\lambda = k\}} \right]
\]
integrating in \( \lambda \) in the last inequality we get
\[
\mathbb{E}[|X_n^*|^p] \leq p \mathbb{E} \left[ \int_{0}^{\infty} \lambda^{p-2} \sum_{k=1}^{n} X_n 1_{\{\tau_\lambda = k\}} \, d\lambda \right]
\]
\[
= p \mathbb{E} \left[ X_n \int_{0}^{\infty} \lambda^{p-2} 1_{\{X^*_n > \lambda\}} \, d\lambda \right] = \frac{p}{p-1} \mathbb{E}[|X_n^*|^{p-1} X_n];
\]
finally, using Hölder’s inequality we have
\footnote{we use the identity \( \mu^p = \int_{0}^{\infty} p \lambda^{p-1} \, d\lambda = \int_{0}^{\infty} p \lambda^{p-1} 1_{(\mu, \infty)} \, d\lambda \)}
\[
\mathbb{E}[|X_n|^p] \leq \frac{p}{p-1} \mathbb{E}[|X_n^{p-1}|^{\frac{p-1}{p}} \mathbb{E}[X_n^{\frac{1}{p}}]^{\frac{1}{p}}
\]
which proves the thesis.

As a direct consequence of the lemma, we get the following result

**Theorem 4.21 (Doob’s inequality).** Let \( X = \{X_n, n \in \mathbb{N}\} \) be a martingale such that \( \sup_{n \in \mathbb{N}} \mathbb{E}[|X_n|^p] < \infty \), for some \( 1 < p < \infty \). Then

\[
\mathbb{E}\left[ \sup_{n \in \mathbb{N}} |X_n|^p \right] \leq \left( \frac{p}{p-1} \right)^p \sup_{n \in \mathbb{N}} \mathbb{E}[|X_n|^p].
\]  

**4.2.2 Continuous time martingales.**

Now we extend the main results proved in previous sections to the case of continuous time martingales, where \( T \) is an interval of \( \mathbb{R}_+ \) and trajectories are right-continuous. We will see that Brownian motion is a square integrable process with continuous paths on the set of times \( T = \mathbb{R}_+ \).

**Theorem 4.22.** Let \( X = \{X_t, t \in T\} \) be a right-continuous submartingale on the filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\).

1. If \( \tau \) and \( \sigma \) are stopping times for the filtration \( \{\mathcal{F}_t\} \) with \( \tau \leq \sigma \) a.s., and \( \sigma \) is bounded a.s., then

\[
X_\tau \leq \mathbb{E}(X_\sigma | \mathcal{F}_\tau) \quad \text{a.s.}
\]

2. If \([a,b]\) is an interval in \( \mathbb{R}_+ \), for every \( \lambda > 0 \), we have

\[
\mathbb{P}(\sup_{s \in [a,b]} X_s \geq \lambda) \leq \frac{1}{\lambda} \mathbb{E}[|X_b|].
\]

We just provide an outline of the proof of (2). Take any finite sequence \((t_k) \subset [a, b], t_0 = a < t_1 < \ldots < t_n = b\), Theorem 4.19 implies

\[
\mathbb{P}(\sup_k X_{t_k} \geq \lambda) \leq \frac{1}{\lambda} \mathbb{E}[|X_b|];
\]

now the thesis follows since trajectories are right-continuous and so

\[
\sup_{Q \cap [a,b]} X_t = \sup_{[a,b]} X_t.
\]

Using Proposition 4.15, we get

**Corollary 4.23.** Let \( X = \{X_t, t \in T\} \) be a right-continuous martingale and \( \tau \) be a stopping time for the filtration \( \{\mathcal{F}_t, t \in T\} \). Then the stopped process \( Y = \{X_{t \wedge \tau}, t \in T\} \) is a martingale with respect to the same filtration \( \{\mathcal{F}_t, t \in T\} \).
Theorem 4.24. Let $X = \{X_t, t \in T\}$ be a right-continuous martingale on the filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$, such that $\{X_t\}$ is bounded in $L^p$, $p > 1$. Then, setting $X^* = \sup_{t \in T} |X_t|$, it holds $X^* \in L^p$ and
\[
(E[|X^*|^p])^{1/p} \leq \frac{p}{p-1} \left( \sup_{t \in T} E[|X_t|^p] \right)^{1/p}.
\]

A Brownian motion $\{B_t\}$ defined on a stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$ is an $\mathcal{F}_t$-martingale. Indeed we have
\[
\mathbb{E}(B_t \mid \mathcal{F}_s) = \mathbb{E}(B_t - B_s \mid \mathcal{F}_s) + \mathbb{E}(B_s \mid \mathcal{F}_s) = B_s,
\]
since $B_t - B_s$ is independent from $\mathcal{F}_s$ and with mean 0, while $B_s$ is $\mathcal{F}_s$-measurable. Also, some transformations of Brownian motion are martingales.

Proposition 4.25. Define the processes $Y = \{Y_t = B_t^2 - t, t \geq 0\}$ and $Z = \{Z_t = e^{\nu B_t - \frac{1}{2} \nu^2 t}, t \geq 0\}$; $Z$ is called geometric Brownian motion. Then both $Y$ and $Z$ are martingale processes with respect to the same filtration $\{\mathcal{F}_t, t \geq 0\}$ of the Brownian motion $\{B_t, t \geq 0\}$.

Proof. We only prove the assertion concerning $Z$. The other can be proved similarly.
Take $s < t$; since $B_t - B_s$ is independent from $\mathcal{F}_s$, it follows
\[
\mathbb{E}(e^{\nu B_t - \frac{1}{2} \nu^2 t} \mid \mathcal{F}_s) = \mathbb{E}(e^{\nu B_s - \frac{1}{2} \nu^2 s} e^{\nu (B_t - B_s) - \frac{1}{2} \nu^2 (t-s)} \mid \mathcal{F}_s)
= e^{\nu B_s - \frac{1}{2} \nu^2 s} \mathbb{E}(e^{\nu (B_t - B_s) - \frac{1}{2} \nu^2 (t-s)}).
\]
It remains to prove that
\[
\mathbb{E}(e^{\nu (B_t - B_s) - \frac{1}{2} \nu^2 (t-s)}) = 1.
\]
Setting $h = t - s$, since $B_t - B_s$ has Gaussian distribution $\mathcal{N}(0, h)$, we have
\[
\mathbb{E}(e^{\nu (B_t - B_s) - \frac{1}{2} \nu^2 (t-s)}) = \frac{1}{\sqrt{2\pi h}} \int_{\mathbb{R}} e^{\nu x - \frac{1}{2} \nu^2 h} e^{-x^2/2h} \, dx
= \frac{1}{\sqrt{2\pi h}} \int_{\mathbb{R}} \exp \left( - \frac{x^2 - 2\nu hx + \nu^2 h^2}{2h} \right) \, dx
= \frac{1}{\sqrt{2\pi h}} \int_{\mathbb{R}} e^{-\frac{(x-\nu h)^2}{2h}} \, dx = 1
\]
where the last equality follows since $\frac{1}{\sqrt{2\pi h}} e^{-\frac{(x-\nu h)^2}{2h}}$ is the density of the Gaussian distribution $\mathcal{N}(\nu h, h)$.
\[
\Box
\]

Problem 4.4. Prove that $Y = \{Y_t = B_t^2 - t, t \geq 0\}$ is an $\mathcal{F}_t$-martingale.

There is also an equivalent characterization of Brownian motion in terms of martingale property: see for instance the book [IW81].
Theorem 4.26. A continuous $d$-dimensional process $\{X_t, \ t \geq 0\}$ defined on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \mathbb{P})$ is a $d$-dimensional Brownian motion if $X_0 = 0$, and, for any $\lambda \in \mathbb{R}^d$,

$$Y_t^\lambda = \exp(i\langle \lambda, X_t \rangle) + \frac{1}{2}|\lambda|^2 t$$

is an $\mathcal{F}_t$-martingale. \hspace{1cm} (4.10)

Proof. Formula (4.10) implies that

$$\mathbb{E}[\exp(i\lambda \cdot (X_t - X_s)) \mid \mathcal{F}_s] = \mathbb{E}[\exp(-\frac{1}{2}|\lambda|^2 (t - s))].$$

Thanks to Exercise 1.7 we know that this implies that $X_t - X_s$ is independent from $\mathcal{F}_s$; further, from the uniqueness of characteristic function, it has a Gaussian distribution with zero mean and covariance matrix $(t - s)I$. Hence properties (a)–(c) of Definition 2.5 holds and $X_t$ is a Brownian motion.

$\square$
Markov processes

In this lecture, we are concerned with Markov stochastic processes. Markov property have an appealing intuitive description in terms of conditional expectation, as it is usually expressed by saying that the future after time $t$, given the present state at time $t$, is independent from the past before time $t$, and the process evolves like it is starting afresh at the time $t$ of observation. The Brownian motion, the Poisson process and more generally solutions to stochastic differential equations satisfies such property.

This lecture will provide an introduction to the main results, as we are not in search for the greatest possible generality; important references about this subject are certainly the books by Ethier and Kurtz [EK86] or Blumenthal and Getoor [BG68], where also historical remarks are provided.

5.1 Preliminaries

In this lecture we deal with the positive half-line of continuous times $T = [0, \infty)$; in the same way, however, we could have considered the case of $T = [s, \infty)$, for some $s \in \mathbb{R}$.

Consider a stochastic processes $X = \{X_t, t \geq 0\}$ defined on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$, taking values in a euclidean space $E$ endowed with the Borel $\sigma$-field $\mathcal{E} = \mathcal{B}(E)$.

We say that $X$ has initial distribution $\mu$ (where $\mu$ is a Borel probability measure on $E$) if the law of the random variable $X_0$ is $\mu$, i.e.,

$$\mathbb{P}(X_0 \in \Gamma) = \mu(\Gamma), \quad \Gamma \in \mathcal{E}.$$ 

If the initial measure is concentrated in a single point, i.e., $\mu = \delta_x$ is Dirac delta measure at $x \in E$, we say that $X$ starts from $x$ a.s.

In particular a Brownian motion with values in $\mathbb{R}^d$ and initial distribution $\mu$ is a stochastic process satisfying the assumptions of Definition 2.5 except the first one which is replaced by $\mathbb{P}(B_0 \in \Gamma) = \mu(\Gamma)$, $\Gamma \in \mathcal{E}$.

**Example 5.1.** Given a Brownian motion $B = \{B_t, t \geq 0\}$, with values in $\mathbb{R}^d$, defined on a stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$, the family of processes $\{B^x_t := x + B_t, t \geq 0, x \in \mathbb{R}^d\}$ is a family of Brownian motions starting from $x \in \mathbb{R}^d$ (each Brownian motion is still defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$).
Problem 5.1. Let $B = \{B_t, \ t \geq 0\}$ be a Brownian motion, with values in $\mathbb{R}^d$, defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \mathbb{P})$. Let $\mu$ be a Borel probability measure on $\mathbb{R}^d$. On the probability space $(\mathbb{R}^d, \mathcal{K}, \mu)$ we consider the random variable $\eta, \eta(x) = x, x \in \mathbb{R}^d$ (here $\mathcal{K}$ is the completion of $\mathcal{E}$ with respect to $\mu$). Show that the process $\{\tilde{B}_t := \eta + B_t, \ t \geq 0\}$ is a Brownian motion with initial distribution $\mu$ on $(\Omega \times \mathbb{R}^d, \mathcal{F} \otimes \mathcal{K}, \{\mathcal{F}_t \otimes \mathcal{K}, \ t \geq 0\}, \mathbb{P} \otimes \mu)$.

Hint: using Definition 2.5, search for the distribution of $\tilde{B}_t - \tilde{B}_s$.

In the first lecture, we have introduced the conditional expectation $\mathbb{E}(X \mid \mathcal{D})$ of a real random variable $X$ with respect to a $\sigma$-field $\mathcal{D} \subset \mathcal{F}$. Clearly, this conditional expectation can be defined componentwise for random variables $X$ taking values in $E$.

A particular case of conditional expectation is $\mathbb{E}(f(X) \mid \mathcal{D})$, where $f : E \rightarrow \mathbb{R}$ is any Borel measurable, bounded function.

If $f$ is the indicator function of a set $\Gamma \in \mathcal{E}$, we define the conditional probability of the event $\{X \in \Gamma\}$ given $\mathcal{D}$ as

$$\mathbb{P}(X \in \Gamma \mid \mathcal{D}) := \mathbb{E}(1_{\Gamma}(X) \mid \mathcal{D}).$$

Let $Y : \Omega \rightarrow E$ be another random variable; with an abuse of notation, we shall write $\mathbb{E}(X \mid Y) := \mathbb{E}(X \mid \sigma(Y))$ and similarly for $\mathbb{P}(X \in \Gamma \mid Y) = \mathbb{P}(X \in \Gamma \mid \sigma(Y))$ (recall that $\sigma(Y)$ is the smallest $\sigma$-algebra which makes $Y$ measurable).

5.2 The Markov property

We begin with a pictorial description of Markov property for a Brownian motion $B = \{B_t, \ t \geq 0\}$ defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \mathbb{P})$. Assume that we can follow its path up to some time $s > 0$ and in particular to observe the value $B_s$. Conditioning to this observation, what can we say about the probability of finding at a later time $t$ the process $B_t \in \Gamma$ for a given $\Gamma \in \mathcal{E}$? Since $B_t = (B_t - B_s) + B_s$ and the increment $(B_t - B_s)$ is independent from the path history up to time $s$, we shall be able to express the probability of the event $(B_t \in \Gamma)$ in terms of the initial distribution $B_s$ and the distribution of $B_t - B_s$ (which equals to $B_{t-s}$). This can be expressed formally by saying that

$$\mathbb{P}(B_t \in \Gamma \mid \mathcal{F}_s) = \mathbb{P}(B_t \in \Gamma \mid B_s), \ 0 < s < t, \ \Gamma \in \mathcal{E}$$

(5.2)

However, for a rigorous proof of (5.2), we need the following technical tool, that is a sort of “freezing lemma”, which is often useful.

Lemma 5.2. We are given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a sub-$\sigma$-field $\mathcal{G}$ such that $X : \Omega \rightarrow E$ is $\mathcal{G}$-measurable and $Y : \Omega \rightarrow E$ is independent from $\mathcal{G}$. Then, for any Borel and bounded function $\psi : E \times E \rightarrow \mathbb{R}$, setting $\Psi(x) = \mathbb{E}[\psi(x, Y)]$, it holds

$$\mathbb{E}(\psi(X, Y) \mid \mathcal{G}) = \Psi(X).$$

(5.3)

Proof. First note that the result is true when $\psi = 1_A \times 1_B$, i.e., $\psi(x, y) = 1_A(x) \cdot 1_B(y)$, for any $x, y \in E$, with $A, B \in \mathcal{E}$. Indeed in this case we have

$$\mathbb{E}(\psi(X, Y) \mid \mathcal{G}) = 1_A(X) \mathbb{E}(1_B(Y) \mid \mathcal{G}) = 1_A(X) \mathbb{E}[1_B(Y)] = \Psi(X).$$
The general case follows by a standard approximation argument. Indeed \( f \) is a pointwise limit of a sequence \( f_n \) of elementary functions, i.e., linear combinations of functions of the type \( 1_A \times 1_B \), with \( A, B \in \mathcal{E} \), which verify \( \sup_{x \in \mathcal{E}} |f_n(x)| \leq \sup_{x \in \mathcal{E}} |f(x)|, \ n \in \mathbb{N} \).

We can now check (5.2). Setting \( f(x, y) = 1_I(x + y) \), it holds

\[
\mathbb{P}(B_t \in \Gamma \mid \mathcal{F}_s) = \mathbb{E}(f(B_s, (B_t - B_s)) \mid \mathcal{F}_s) = \mathbb{E}[1_I(B_t - B_s + y)] \bigg|_{y=B_s} = \int_{\mathbb{R}^d} \frac{1}{\sqrt{(2\pi)^d(t-s)^d}} \exp \left( -\frac{|z-B_s|^2}{2(t-s)} \right) \, dz = \mathbb{P}(B_t \in \Gamma \mid B_s),
\]

since \( \int_{\mathbb{R}^d} \frac{1}{\sqrt{(2\pi)^d(t-s)^d}} \exp \left( -\frac{|z-B_s|^2}{2(t-s)} \right) \, dz \in \sigma(B_s) \).

Equation (5.2) expresses the Markov property of Brownian motion.

The definition of Markov property for stochastic processes expresses in a formal way the idea that the present state allows to predict future states as well as the whole history of past and present states does – that is, the process is memoryless.

**Definition 5.3.** A stochastic process \( X = \{X_t, t \geq 0\} \) defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})\), taking values in a euclidean space \( E \), is a Markov process (with respect to \( \{\mathcal{F}_t, t \geq 0\} \)) if the following condition holds:

\[
\mathbb{P}(X_{t+s} \in \Gamma \mid \mathcal{F}_s) = \mathbb{P}(X_{t+s} \in \Gamma \mid X_s), \quad \text{for any } s, t \geq 0, \ \Gamma \in \mathcal{E}.
\]

An approximation argument shows that condition (5.5) is equivalent to the following one

\[
\mathbb{E}(f(X_{t+s}) \mid \mathcal{F}_s) = \mathbb{E}(f(X_{t+s}) \mid X_s), \quad \text{for any Borel and bounded function } f : E \to \mathbb{R}.
\]

In the discussion preceding Definition 5.3 we have proved

**Theorem 5.4.** A d-dimensional Brownian motion \( B \) with any initial distribution \( \mu \) is a Markov process.

Notice that a Brownian motion is both a martingale and a Markov process. This is rather exceptional. For instance, one can prove that Poisson process \( \{N_t, t \geq 0\} \) verifies the Markov property (with respect to its natural completed filtration), see the following problem, but it is not a martingale (the expected value is strictly increasing in time).

**Problem 5.2.** Prove that every process \( \{X_t, t \geq 0\} \) defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})\) with independent increments (i.e., \( X_t - X_s \) is independent from \( \mathcal{F}_s \), for \( 0 \leq s < t \)) is a Markov process.

**Remark 5.5.** Let us introduce the family of \( \sigma \)-fields

\[
\mathcal{F}^t = \sigma(X_s, \ s \geq t)
\]

sometimes called the post-\( t \) filtration. Notice that the present state \( X_t \) belongs both to \( \mathcal{F}_t \) and \( \mathcal{F}^t \). Markov property (with respect to the natural filtration \( \{\mathcal{F}^X_t, t \geq 0\} \)) can be equivalently written in each of the following forms:
(i) for any $A \in \mathcal{F}_t$, $B \in \mathcal{F}_t$ it holds $\mathbb{P}(A \cap B \mid X_t) = \mathbb{P}(A \mid X_t)\mathbb{P}(B \mid X_t)$.

In this form we clearly realize the (conditional) symmetry between past and future when the present is known (see, for instance, Wentzell [Ve83]).

(ii) for any $B \in \mathcal{F}_t$ it holds $\mathbb{P}(B \mid X_t) = \mathbb{P}(B \mid \mathcal{F}_t)$.

This formulation is a (rather obvious) consequence of (5.5) and a monotone class application.

**Problem 5.3.** As stated in K.-L. Chung [Ch02], “... big mistakes have been caused by the misunderstanding of the exact meaning of the words “when the present is known”. For instance, it is false that $\mathbb{P}(B_3 \in (0, 1) \mid B_2 \in (0, 1), B_1 \in (0, 1))$ is equal to $\mathbb{P}(B_3 \in (0, 1) \mid B_2 \in (0, 1))$. Why there is no contradiction with formula (5.2)?

### 5.3 Markov processes with transition functions

A *time-homogeneous Markov transition probability function* on $E$ (briefly, a transition probability function on $E$ or a t.p.f. on $E$) is a function $p(t, x, A)$ with $t \geq 0$, $x \in E$ and $A \in \mathcal{E}$, such that

1. for fixed $t$ and $A$, the map: $x \mapsto p(t, x, A)$ is $\mathcal{E}$-measurable;
2. for fixed $t$ and $x$, $p(t, x, \cdot)$ is a probability measure on $(E, \mathcal{E})$;
3. the Chapman-Kolmogorov equation holds:

$$p(t + s, x, A) = \int_E p(s, y, A) p(t, x, dy), \quad \forall t, s \geq 0, x \in E, A \in \mathcal{E}. \tag{5.7}$$

4. $p(0, x, \cdot) = \delta_x$, $x \in E$.

**Definition 5.6.** A Markov process with transition probability function $p$ is a family of $E$-valued stochastic processes $X^x = \{X^x_t, t \geq 0\}$, possibly depending on $x \in E$, which are defined on a stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P}^x)$ (note that here only the probability measure $\mathbb{P}^x$ may depend on $x$) such that

1. $\mathbb{P}^x(X^x_0 \in \Gamma) = \delta_x(\Gamma)$, for every $x \in E$, $\Gamma \in \mathcal{E}$ (i.e. $X^x$ starts from $x$, $\mathbb{P}^x$-a.s.);
2. for any $s, t \geq 0$, $x \in E$, and $\Gamma \in \mathcal{E}$,

$$\mathbb{P}^x(X^x_{t+s} \in \Gamma \mid \mathcal{F}_s) = p(t, X^x_s, \Gamma), \quad \mathbb{P}^x - a.s. \tag{5.8}$$

Note that condition (5.8) implies that $\mathbb{P}^x(X^x_{t+s} \in \Gamma \mid \mathcal{F}_s) = \mathbb{P}^x(X^x_{t+s} \in \Gamma \mid X^x_s)$ so that, in particular, each process $X^x$ satisfies the Markov property (5.5).

The following remarks are important in order to clarify previous definition. We show first that the t.p.f. $p(t, x, \cdot)$ associated to a Markov process $X$ is, summing up, the law of the random variable $X^x_t$.

However, it is not always possible to associate to a Markov process a transition probability function identifying it via the law of the process.

**Remark 5.7.**
(i) Let us consider equation (5.8). Putting $s = 0$ and taking the expectation $\mathbb{E}^x$ with respect to $\mathbb{P}^x$

$$
\mathbb{E}^x[\mathbb{P}^x(X^x_t \in \Gamma \mid F_0)] = \mathbb{E}^x[1_{F}(X^x_t)] = \mathbb{P}^x(X^x_t \in \Gamma) = p(t, x, \Gamma).
$$

Hence $p(t, x, \cdot)$ is the law of the random variable $X^x_t$.

(ii) In our course, an important example of Markov processes with t.p.f. is provided by the solutions of stochastic differential equations; such processes are $X^x = \{X^x_t, \ t \geq 0\}$ defined on a fixed stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$. In that case, we are taking $\mathbb{P}^x = \mathbb{P}$, $x \in E$, while the assumption that $X^x$ starts from $x$ means that $X^x_0 = x$, $\mathbb{P}$-a.s.; moreover (5.8) becomes

$$
\mathbb{P}(X^x_{t+s} \in \Gamma \mid \mathcal{F}_s) = p(t, X^x_s, \Gamma), \quad \mathbb{P} - a.s.,
$$

and (5.9) becomes $\mathbb{P}(X^x_t \in \Gamma) = p(t, x, \Gamma), \ t \geq 0, \ \Gamma \in \mathcal{E}$.

(iii) Sometimes, it is convenient to fix the process and let the probability measures vary with $x$ in such a way that the mapping:

$$
x \mapsto \mathbb{P}^x(A) \text{ is a Borel mapping for any } A \in \mathcal{F}.
$$

Then, we may also consider the random variable $\omega \mapsto \mathbb{P}^{X^x}(\omega) | \mathcal{F}_t$, for any $F \in \mathcal{F}$. Using (5.9), we can write the Markov property in the following “suggestive” form

$$
\mathbb{P}^x(X^x_{s+t} \in \Gamma | \mathcal{F}_s) = \mathbb{P}(s, X^x_t, A) = \mathbb{P}^{X^x_t}(X^x_s \in A).
$$

Example 5.8. The $d$-dimensional Brownian motion starting from $x$, i.e., the family of processes $\{B^x_t := x + B_t, \ t \geq 0\}$, $x \in \mathbb{R}^d$, defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \mathbb{P})$ is rather a special example of Markov process with transition probability function. Indeed, in this case we can explicitly compute the t.p.f. $p$

$$
p(t, x, A) = \mathbb{P}(B^x_t \in A) = \int_A \frac{1}{\sqrt{2\pi t}^d} \exp \left( -\frac{|x-y|^2}{2t} \right) dy, \quad A \in \mathcal{B}(\mathbb{R}^d), \ t > 0, \ x \in \mathbb{R}^d.
$$

In addition, in this case there exists a density for the t.p.f. $p(t, x, \cdot)$, $t > 0$, $x \in \mathbb{R}^d$, with respect to the Lebesgue measure.

It turns out that for a Markov process associated to a transition probability function $p$, this function allows to determine all the finite dimensional distributions of the process. For simplicity of notation we shall make the computations in case when $X^x = X$, $x \in E$. We have, for $t > s \geq 0$, $A, B \in \mathcal{E}$,

$$
\mathbb{P}^x(X^x_t \in A, X^x_s \in B) = \mathbb{E}^x[1_B(X^x_s) 1_A(X^x_t)] = \mathbb{E}^x[1_B(X^x_s) \mathbb{E}^x[1_A(X^x_t) | \mathcal{F}_s]]
$$

$$
= \mathbb{E}^x[1_B(X^x_s) p(t-s, X^x_s, A)] = \int_B p(t-s, y, A) p(s, x, dy)
$$

where in the last equality we are using the fact that $p(s, x, \cdot)$ is the distribution of $X^x_s$ under $\mathbb{P}^x$.

More generally, using induction, we find, for $0 \leq t_0 < t_1 < \cdots < t_n$, with $A_i \in \mathcal{E}$, $i = 0, \ldots, n$:

$$
\mathbb{P}^x(X^x_{t_0} \in A_0, \ldots, X^x_{t_n} \in A_n)
$$

$$
= \int_{A_0} p(t_0, x, dx_0) \int_{A_1} p(t_1 - t_0, x_0, dx_1) \cdots \int_{A_n} p(t_n - t_{n-1}, x_{n-1}, dx_n).
$$

(5.13)
We conclude the section with a general result about the existence of Markov processes associated with a given t.p.f.. Indeed, the transition function \( p(t, x, A) \) uniquely determines a (unique) stochastic Markov process through its finite dimensional distributions. This result follows from Kolmogorov’s theorem 2.13.

**Theorem 5.9.** Consider a transition probability function \( p(t, x, A) \) on \( E \). Then, for any Borel probability distribution \( \mu \) on \( E \), there exists a process \( X = \{X_t, t \geq 0\} \) defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P}_\mu)\) taking values \( E \) and with initial law \( \mu \), such that

\[
\mathbb{P}_\mu(X_{t+s} \in \Gamma \mid \mathcal{F}^X_s) = p(t, X_s, \Gamma), \quad \Gamma \in \mathcal{E}
\]

(5.14)

(here \( \{\mathcal{F}^X_t, t \geq 0\} \) denotes the natural completed filtration of \( X \)).

**Proof.** We only sketch the proof which is divided in two steps.

First, define the family of finite dimensional distributions \( \mu_{t_0, t_1, \ldots, t_n} \), for \( 0 = t_0 < t_1 < \cdots < t_n \), setting

\[
\mu_{t_0, t_1, \ldots, t_n}(A_0 \times A_1 \times \cdots \times A_n) = \int_{A_0} \mu(d x_0) \int_{A_1} p(t_1 - t_0, x_0, d x_1) \cdots \int_{A_n} p(t_n - t_{n-1}, x_{n-1}, d x_n)
\]

(compare with (5.13)). Chapman-Kolmogorov’s equation (5.7) implies that the system of measures \( \mu_{t_0, t_1, \ldots, t_n} \) verifies the compatibility assumption. Then there exists a process \( X \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P}_\mu)\) (we may take \( \Omega = E^{[0, +\infty]} \) and \( \mathcal{F} \) the completed \( \sigma \)-algebra generated by all cylindrical sets) with the prescribed finite dimensional distributions.

In the second part of the proof one shall verify that this process is actually a Markov process with the prescribed transition probability function and the given initial distribution \( \mu \). This last condition is easily checked, but the first one is rather lengthy and we shall omit its verification here.

\( \square \)

In case when \( \mu = \delta_x, x \in E \), one simply writes \( \mathbb{P}_x \) instead of \( \mathbb{P}^{\delta_x} \).

**Remark 5.10.** The completed natural filtration \( \mathcal{F}_t^X \) in Theorem 5.9 is not necessarily right-continuous (hence, in general, it does not satisfy the standard assumptions). Therefore, the theorem does not clarify if the stochastic process \( X \) is defined on a stochastic basis.

However, we shall see that for a large class of processes, like Feller processes with right continuous paths (which are rather mild additional assumptions to impose), one can replace in (5.14) the filtration \( \{\mathcal{F}_t^X, t \geq 0\} \) with the larger filtration \( \{\mathcal{F}_t^X, t \geq 0\} \) which satisfies the standard assumptions, see for instance Wentzell [Ve83]. This way we obtain a Markov process defined on a stochastic basis.

### 5.4 Strong Markov property

Recall that, by definition, a stopping time \( \tau \) on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in T\}, \mathbb{P})\) is a random variable with values in \( T \cup \{+\infty\} \) such that \( (\tau \leq t) \in \mathcal{F}_t \) for every \( t \). For a stopping time \( \tau \), we define \( \mathcal{F}_\tau \) the \( \sigma \)-field of sets \( A \in \mathcal{F} \) such that \( A \cap \{\tau \leq t\} \in \mathcal{F}_t \). If \( \tau \equiv t \) is constant, \( \mathcal{F}_\tau = \mathcal{F}_{t+} = \mathcal{F}_t \). Recall that the filtration \( \{\mathcal{F}_t, t \in T\} \) satisfies the standard assumptions and so in particular is right-continuous.
We give now directly the definition of strong Markov property for a Markov process associated to a transition probability function; the (preliminary) definition of strong Markov process—mimicking Definition 5.3—is left to the reader.

**Definition 5.11.** A strong Markov process with transition probability function \( p \) is a family of \( E \)-valued progressively measurable stochastic processes \( X^x = \{ X^x_t, t \geq 0 \} \), possibly depending on \( x \in E \), which are defined on a stochastic basis \((\Omega, \mathcal{F}, \{ \mathcal{F}_t, \ t \geq 0 \}, \mathbb{P}^x)\) such that

1. \( \mathbb{P}^x(X^x_0 \in A) = \delta_x(A), \) for every \( x \in E, \ A \in \mathcal{E}; \)
2. for any stopping time \( \tau \) finite \( \mathbb{P}^x \)-a.s., for any \( t \geq 0, x \in E, \)

\[
\mathbb{P}^x(X^x_{t+\tau} \in A | \mathcal{F}_t) = p(t, X^x_t, \tau), \quad \mathbb{P}^x \text{-a.s., } \tau \in \mathcal{E}. \tag{5.15}
\]

Since constant \( \tau = s \) is a stopping time, we notice that (5.8) is satisfied: that is, strong Markov processes are, in particular, Markov processes. In general, the converse does not hold, as (5.15) is stronger than the corresponding condition in Definition 5.3.

In the following result we prove that a Brownian motion is a strong Markov process. Indeed, we show more, proving that Brownian motion starts afresh not only at every fixed time, but also starting from a stopping time \( \tau \).

**Theorem 5.12.** Assume \( \tau \) is a stopping time, a.s. finite, for the filtration \( \{ \mathcal{F}_t, t \geq 0 \} \) associated to a Brownian motion \( B \) taking values in \( \mathbb{R}^d \) and having a given initial distribution \( \mu \). Then, setting

\[ W_t := B_{t+\tau} - B_\tau, \quad t \geq 0, \]

the stochastic process \( W = \{ W_t, t \geq 0 \} \) is a standard Brownian motion on the filtered probability space \((\Omega, \mathcal{F}, \{ \mathcal{F}_t^W, t \geq 0 \}, \mathbb{P})\), where \( \{ \mathcal{F}_t^W, t \geq 0 \} \) is the natural completed filtration of \( W \); moreover for every choice of times \( t_0 \leq t_1 \leq \cdots \leq t_n \) the \( \sigma \)-algebras \( \mathcal{F}_{t_1}^W, \ldots, \mathcal{F}_{t_n}^W \) and \( \mathcal{F}_\tau \) are independent.

**Proof.** For simplicity we consider the case \( d = 1 \). Assume further that \( \tau \) is bounded a.s.; the general case can be obtained by considering a suitable sequence of approximating stopping times.

We shall show that the process \( W_t \) is gaussian and independent from \( \mathcal{F}_\tau \); this will follow if we show that for every choice of times \( t_0 \leq t_1 \leq \cdots \leq t_n \) and real numbers \( \lambda_1, \ldots, \lambda_n \) it holds\(^1\)

\[
\mathbb{E}
\left[
\exp\left(i \sum_{k=1}^n \lambda_k (W(t_k) - W(t_{k-1}))\right) \mid \mathcal{F}_\tau \right] = \prod_{k=1}^n \exp\left(-\frac{1}{2} \lambda_k^2 (t_k - t_{k-1})\right). \tag{5.16}
\]

Recall that given a Brownian motion \( B \), the process \( M_t := \exp(i \lambda B_t + \frac{1}{2} \lambda^2 t) \) is a (complex valued) martingale with respect to the filtration \( \{ \mathcal{F}_t \} \). Using Theorem 4.16 we get

\[
\mathbb{E}(e^{i\lambda W(t)} \mid \mathcal{F}_\tau) = \mathbb{E}(e^{i\lambda (B(\tau+t) - B(\tau))} \mid \mathcal{F}_\tau) = e^{-i\lambda B(\tau)} \mathbb{E}(e^{i\lambda B(\tau+t)} \mid \mathcal{F}_\tau)
\]

\[
= e^{-i\lambda B(\tau) - \frac{1}{2} \lambda^2 (\tau+t)} \mathbb{E}(\exp(i\lambda B(\tau+t) + \frac{1}{2} \lambda^2 (\tau+t)) \mid \mathcal{F}_\tau)
\]

\[
= e^{-i\lambda B(\tau) - \frac{1}{2} \lambda^2 (\tau+t)} e^{i\lambda B(\tau) + \frac{1}{2} \lambda^2 \tau} = e^{\frac{1}{2} \lambda^2 t}
\]

\(^1\) compare with Exercise 1.7(2) and Definition 2.8 of Gaussian processes; further, the process has independent increments since formula (5.16) implies that the covariance matrix is diagonal.
and also
\[ E(e^{j\lambda(W_{t_k} - W_{t_{k-1}})} \mid \mathcal{F}_{\tau + t_{k-1}}) = e^{\frac{1}{2}\lambda^2(t_{k-1} - t_k)}. \]
From this identity, formula (5.16) follows easily and the theorem is proved.

Arguing as in the proof of Theorem 5.4, using Lemma 5.2, we deduce from the previous theorem

**Corollary 5.13.** A d-dimensional Brownian motion starting from x is a strong Markov process with transition probability function p given in (5.12).

### 5.5 Applications of Markov property to Brownian motion

We have already seen that first passage time for the Brownian motion is a stopping time with respect to the natural filtration, compare Exercise 4.2. In the following result, we apply optional sampling theorem to characterize its properties.

**Theorem 5.14.** For fixed \( \lambda \neq 0 \), let us denote \( \tau_\lambda \) the stopping time
\[ \tau_\lambda = \inf\{s > 0 : B_s = \lambda\}, \]
\( \tau_\lambda = +\infty \) if \{\} = \emptyset. Then \( \tau_\lambda \) is a stopping time, called the first passage time in \( \lambda \), \( \tau_\lambda \) is finite a.s. and its law is characterized by the Laplace transform
\[ E[e^{-x\tau_\lambda}] = e^{-\sqrt{2x\lambda^2}}. \quad (5.17) \]

**Proof.** Assume for simplicity \( \lambda > 0 \). Consider the martingale \( Z_t = e^{\nu B_t - \frac{1}{2}\nu^2 t} \); since \( \tau_\lambda \) is a stopping time, so it is \( \tau_\lambda \wedge t \) for all \( t > 0 \), and
\[ E[Z_{\tau_\lambda \wedge t}] = E[Z_0] = 1. \]
We observe the estimate
\[ Z_{\tau_\lambda \wedge t} = \exp\left(\nu B_{\tau_\lambda \wedge t} - \frac{1}{2}\nu^2 (\tau_\lambda \wedge t)\right) \leq e^{\nu \lambda}. \]
Moreover, on the set \{\( \tau_\lambda < \infty \)\} we have
\[ \lim_{t \to \infty} Z_{\tau_\lambda \wedge t} = Z_{\tau_\lambda} \]
while, if \( \tau_\lambda = \infty \), we have \( \lim_{t \to \infty} Z_{\tau_\lambda \wedge t} = 0 \) and an application of dominated convergence theorem leads to
\[ E[1_{\{\tau_\lambda < \infty\}} Z_{\tau_\lambda}] = 1, \]
that is to say
\[ E\left[1_{\{\tau_\lambda < \infty\}} e^{-\frac{1}{2}\nu^2 \tau_\lambda}\right] = e^{-\nu \lambda}. \]
Letting \( \nu \downarrow 0 \) we get
\[ P(\tau_\lambda < \infty) = 1 \]

and also that
\[ E[e^{-\frac{1}{2}\nu^2\tau_\lambda}] = e^{-\nu\lambda}. \]

With the change of variable \( x = \frac{\nu^2}{2} \) we obtain (5.17). Moreover, the expectation of \( \tau_\lambda \) can be obtained by computing the derivative in \( x \) of (5.17)
\[ E[\tau_\lambda e^{-x\tau_\lambda}] = \frac{\lambda e^{-\sqrt{2\nu^2x}}}{\sqrt{2e}} \]

and letting \( x \downarrow 0 \) we get
\[ E[\tau_\lambda] = +\infty. \]

\[ \square \]

**Reflection principle**

Let \( \{B_t, t \geq 0\} \) be a standard Brownian motion; for given \( \lambda > 0 \), let
\[ \tau_\lambda = \inf\{t > 0 : B_t \geq \lambda\} \]
be the first passage time in \( \lambda \). Then we can establish the following relation, known as *reflection principle*:
\[ \forall \lambda > 0 : P(\sup_{0 \leq t \leq T} B_t \geq \lambda) = P(\tau_\lambda \leq T) = 2P(B_T > \lambda). \] (5.18)

Therefore, we also provide the distribution function of the random variable \( \tau_\lambda \):
\[ P(\tau_\lambda \leq t) = \lambda \int_0^t e^{-\frac{\lambda^2}{2s}} ds. \]

In order to prove (5.18), we introduce some preliminary material. To simplify exposition, we let \( \lambda \) be fixed and suppress the index \( \lambda \) everywhere; recall that \( \tau < \infty \) a.s., since \( \sup_{n \geq 1} B_n = +\infty \) a.s.

Let \( X_t = B_{t\wedge \tau} \) be the Brownian motion absorbed at level \( \lambda \); on \( (\tau \leq t) \) it holds \( X_t = \lambda \). Let further \( Y_t = B_{t+\tau} - B_t \); then by the strong Markov property, \( Y = \{Y_t, t \geq 0\} \) is a Brownian motion which is independent from \( F_\tau \). A simple application of symmetry implies that also \( -Y \) is a Brownian motion. Notice that \( B_t \) is equals to
\[ \tilde{Z}_t = X_t + Y_{t-\tau} 1_{(t \geq \tau)}, \quad t \geq 0; \]
define the process
\[ Z_t = X_t - Y_{t-\tau} 1_{(t \geq \tau)} = \begin{cases} B_t, & t \leq \tau, \\ 2B_{\tau} - B_t, & t > \tau \end{cases}, \quad t \geq 0. \]

Using the properties of the processes \( Y \) and \( -Y \), it is not difficult to check that
\[ \text{the process } \{Z_t, t \geq 0\} \text{ is a Brownian motion.} \] (5.19)

This is known as D. André reflection principle; it was the first form of strong Markov property for Brownian motion.
We next consider the event \((B_T \leq \lambda, \tau \leq T)\). Define \(\sigma\) as the first passage time for \(Z\) at level \(\lambda\): it holds that \(\sigma = \tau\) (since both depends only on the paths of \(X_t\) before reaching \(\lambda\), and at last both equals the first passage time for the Brownian motion \(B\) at level \(\lambda\)). Since the processes \(B\) and \(Z\) are equal in distribution and \(\sigma = \tau\), the probability of \((B_T \leq \lambda, \tau \leq T)\) coincides with that of \((Z_T \leq \lambda, \sigma \leq T)\). This implies

\[
P(B_T \leq \lambda, \tau \leq T) = P(Z_T \leq \lambda, \sigma \leq T) = P(\lambda - Y_{T-\tau} \leq \lambda, \sigma \leq T) = P(\lambda \leq Y_{T-\tau} + \lambda, \tau \leq T)
\]

\[
= P(\lambda \leq B_T, \tau \leq T). \tag{5.20}
\]

**Problem 5.4.** Finish to check relation (5.18). Show that \(\tau\) has the same distribution as \(\lambda^2/N^2\), where \(N\) is a standard Gaussian distribution.

*Hint.* The first equality is quite obvious. As far as the second is concerned, notice that

\[
(\tau \leq T) = (B_T > \lambda, \tau \leq T) \cup (B_T \leq \lambda, \tau \leq T)
\]

then apply (5.20).

Notice that this improves estimate (3.7) – a formula which was used in the proof of the Law of the Iterated Logarithm.

**Brownian motion on a finite interval**

The following construction concerns with a particular class of stopping times defined in terms of a real valued Brownian motion. We consider a family of Brownian motions \(B^x = \{B^x_t, t \geq 0\}\), starting from \(x \in \mathbb{R}\). Let \((a, b)\) be a given finite interval.

We define \(\tau^x = \tau^x_{(a,b)}\) be the first exit time from \((a, b)\), i.e.,

\[
\tau^x = \inf \{t > 0 : B^x_t \notin (a, b)\}
\]

It is clear, by continuity of sample paths of the Brownian motion, that \(\tau^x = 0\) a.s. for every \(x \notin [a, b]\) and \(\tau^x > 0\) for every \(x \in (a, b)\). It is not clear, a priori, what happens at the interval extremal points.

At the exit time \(\tau^x\), \(B_{\tau^x}\) shall be equal to \(a\) or to \(b\), hence we have \(\tau^x = \min\{\tau^x_a, \tau^x_b\}\), where \(\tau^x_a\) is the first passage time from \(a\) and \(\tau^x_b\) is the first passage time from \(b\). Further, if we let \(a \to -\infty\) it follows \(\lim_{a \to -\infty} \tau^x_{(a,b)} = \tau_b\) a.s. The following proposition precises the behaviour of the stopping time \(\tau\).

We shall see that it behaves better than \(\tau_b\), compare Theorem 5.14.

**Proposition 5.15.** \(\tau^x\) is a stopping time with finite moments of all orders.

*Proof.* We proceed to show that \(\tau^x\) has moment generating function \(M(\lambda) = \mathbb{E}[e^{\lambda \tau^x}]\) that it is finite in a domain \(-\varepsilon < \lambda < \varepsilon\), for some \(\varepsilon > 0\). This will easily imply that \(\tau^x\) has finite moments of all orders.

The starting point is the inequality

\[
\sup_{x \in (a,b)} P(\tau^x > 1) \leq \sup_{x \in (a,b)} P(B^x_1 \in (a,b)) := \delta.
\]
The number $\delta$ can be actually computed, but for our purposes it is sufficient to notice that $0 < \delta < 1$.

The next step uses the Markov property for the Brownian motion; it holds, for $x \in (a, b)$,

$$\mathbb{P}(\tau^x > n) = \mathbb{P}(B^x_t \in (a, b) \forall t \in (0, n])$$

$$= \mathbb{P}(B^x_t \in (a, b) \forall t \in (0, n - 1]) \mathbb{P}(B^x_t \in (a, b) \forall t \in (n - 1, n] \mid \mathcal{F}_{n-1})$$

The first event is equal to $\{\tau^x > n - 1\}$ and it is $\mathcal{F}_{n-1}$-measurable, while the second event can be written as $\{\tau^{B^x_{n-1}} > 1\}$ and its probability is bounded by $\delta$, hence

$$\mathbb{P}(\tau^x > n) = \mathbb{P}(\tau^x > n - 1) \mathbb{P}(\tau^{B^x_{n-1}} > 1) \leq \mathbb{P}(\tau^x > n - 1) \delta.$$ 

It follows by induction on $n$ that

$$\mathbb{P}(\tau^x > n) \leq \delta^n.$$ 

By letting $n \to \infty$, we obtain that $\mathbb{P}(\tau^x = \infty) = 0$, i.e., almost surely every path will leave the interval $(a, b)$. Further, for $\lambda$ small enough such that $e^{\lambda \delta} < 1$ it is

$$\mathbb{E}[e^{\lambda \tau^x}] \leq \sum_{n=1}^{\infty} e^{\lambda n} \mathbb{P}(\tau^x \in (n-1, n]) \leq \sum_{n=1}^{\infty} e^{\lambda n} \delta^{n-1} < \infty.$$ 

This means that the moment generating function for $\tau^x$ exists and the proof is complete.

\[ \square \]

**Problem 5.5.** Let us fix $x \in (a, b)$.

(a) We are interested in the exit points from the interval $(a, b)$. Let us denote $p_a$, respectively $p_b$, the probability that the exit point is $a$ (resp. $b$):

$$p_a = \mathbb{P}(B^x_{\tau^x} = a).$$

It is obviously $p_a + p_b = 1$. Use the martingale property of Brownian motion to prove that $ap_a + bp_b = x$, so that we can solve the system for $p_a$ and $p_b$.

**Hint:** compute $\mathbb{E}[B^x_{\tau^x}]$.

(b) The next step is to compute $\mathbb{E}[\tau^x]$. Use the martingale property of $(B^x_t)^2 - t$ to show that $\mathbb{E}[\tau^x] = a^2 p_a + b^2 p_b - x^2$; this implies $\mathbb{E}[\tau^x] = (x - a)(b - x)$.

**Hint:** apply Doob’s theorem to show that $x^2 = \mathbb{E}[(B^x_{\tau^x})^2 - (t \wedge \tau^x)]$, then let $t \to \infty$.

### 5.6 Brownian diffusions

In this section, we shall present examples of Markov processes related to Brownian motion, and discuss some of their properties.

In the following, let $\{B^x_t, t \geq 0\}$ be a family of real Brownian motions starting from $x \in \mathbb{R}$. Recall the transition probability function $p(t, x, A)$ related to $\{B^x_t, t \geq 0\}$

\[\text{we use Markov property for Brownian motion in the special form given in Remark 5.5(ii)}\]
The more general Brownian kernel $p_\sigma(t,x,y) = \frac{1}{\sqrt{2\pi t}} \exp(-\frac{|x-y|^2}{2\sigma^2 t}) \ (\sigma \neq 0)$ is the t.p.f. for $\{\sigma B^t, \ t \geq 0\}$, i.e., a Brownian motion with diffusion coefficient $\sigma$; note that $p_\sigma(t,x,y)$ is the fundamental solution of the parabolic equation

\[
\begin{cases}
\frac{\partial}{\partial t} u(t,x) = \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2} u(t,x), & t > 0, \ x \in \mathbb{R} \\
\lim_{t \downarrow 0} p(t,x,\cdot) = \delta_x.
\end{cases}
\]  

(5.21)

Hence, we say that $\{\sigma B^t, \ t \geq 0\}$ is a diffusion process related to the second order operator $A = \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2}$, $D(A) = C^2(\mathbb{R})$.

This is a very simple example of diffusion process. The next lecture will provide a precise definition of diffusion processes and a more complete analysis of their properties.

Historical note. Einstein’s interpretation of Brownian movement

In this section, we shortly discuss the physical significance of Einstein’s result, contained in 1905’s paper [Ei05], which had a dramatic impact on modern physics.

At the beginning of 1900s, molecular bombardment was the most likely cause of Brownian movement. The verification was attempted by several researcher, but the results were disappointing; the gap between kinetic energy of the particle and that of the fluid was of the order of a hundred thousand times. The key problem was the measurement of the velocity of a particle undergoing Brownian movement, since its trajectory appears highly irregular – like it was a nowhere differentiable curve – how one can compute the tangent at each point? Einstein’s approach identified the mean-square displacements of suspended particles rather than their velocities as suitable observable quantities, thus showing a way to circumvent this difficulty.

We start with a suspension of Brownian particles in a fluid, subject to an external force $F$, in equilibrium. The real form of the force $F$ is unimportant and does not enter in the argument below.

In equilibrium, the force $F$ is balanced by the osmotic pressure forces of the suspension

\[ F = kT \frac{\nabla \nu}{\nu}, \]  

(5.22)

where $\nu$ is the number of particles per unit volume, $T$ is the absolute temperature and $k$ is Boltzmann’s constant (energy per degree).

The Brownian particles in their movement are subject to a resistance due to friction, and the force $F$ gives to each particle a velocity (following Stokes’ law) of the form $\frac{F}{6\pi \eta r}$, where $\eta$ is the fluid viscosity and $r$ is the Stokes radius of the particle. Therefore, $\frac{\nu F}{6\pi \eta r}$ is the number of particles passing through a unit area per unit of time due to the presence of the force $F$. On the other hand, if the
Brownian particles were subject only to diffusion, \( \nu \) would satisfy the same diffusion equation as (5.21) (notice that the density \( p \) is the number density \( \nu \) divided by the total number of particles)

\[
\frac{\partial}{\partial t} \nu = \sigma^2 \frac{\partial^2}{\partial x^2} \nu
\]

so that \(-\sigma^2 \nabla \nu\) particles pass a unit area per unit of time due to diffusion. In equilibrium, these quantities must sum to zero, so that

\[
\frac{\nu F}{6\pi r \eta} = \sigma^2 \nabla \nu. \tag{5.23}
\]

Now we can eliminate \( F \) and \( \nu \) between formulae (5.22) and (5.23), thus giving the formula

\[
\sigma^2 = \frac{kT}{6\pi r \eta}. \tag{5.24}
\]

According to (5.21), the root mean square displacement of a particle is given by \( \sqrt{\sigma^2 t} \) (\( t \) being the time of observation) and Einstein opened a new promising way for validating atom’s theory.

Perrin’s group started on 1908 to measure the diffusion of the particles, confirming the square root of time law and validating Einstein’s kinetic-theory approach. In further experiments over the following five years, Perrin produced a wealth of measurements that could not be contested. His experiments determined Avogadro’s number within 19% of currently accepted value (obtained by other means), thus leading Perrin to win the Nobel prize in physics in 1926.
Analytic aspects of Markov properties

There are a number of connections between Markov processes and elliptic and parabolic partial differential equations, with particular regard to semigroup theory approach. In this lecture we develop the analytic theory of Markov processes, which was hidden under the probabilistic approach in previous lecture.

We are concerned with a Markov process $X^x = \{X^x_t, \ t \geq 0\}$ with transition function $p(t, x, A)$

$$p(t, x, A) = \mathbb{P}(X^x_t \in A), \quad (6.1)$$

defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, adapted to a filtration $\{\mathcal{F}_t, \ t \geq 0\}$ satisfying the usual assumptions. Our aim is to study a Markov process through its associated transition Markov semigroup $\{T_t, \ t \geq 0\}$ of bounded operators on the space $M_b(E)$ of Borel measurable, bounded functions from $E$ into $\mathbb{R}$

$$T_t : M_b(E) \rightarrow M_b(E), \quad T_t f(x) = \mathbb{E} f(X^x_t).$$

Loosely speaking, if $X^x$ is a Markov process with transition probability function $p$, then $\{T_t, \ t \geq 0\}$ is a semigroup of linear operators.

Once we have introduced Markov transition semigroups associated to Markov processes, we concentrate on the infinitesimal generator and investigate some of its properties.

Finally, we define the diffusion processes, which are – as introduced in last lecture talking about Brownian motion – a class of strong Markov processes with continuous sample paths, whose infinitesimal generator is a second order, possibly degenerate, elliptic differential operator.

Preliminaries

Here we introduce basic functions spaces which will be used in the rest of the lecture; we assume that the reader is familiar with the basis of functional analysis, and as standard reference we use the book of Rudin, [Ru91], Reed and Simon [ReSi] and Dudley [Du02].

We are dealing with real-valued functions defined in a domain $E$ in $\mathbb{R}^n$, endowed with the Borel $\sigma$-field. We say that $f : E \rightarrow \mathbb{R}$ belongs to $M_b(E)$ if it is Borel measurable and bounded; this space, endowed with the sup-norm $\|f\|_\infty = \sup_{x \in E} |f(x)|$ is a Banach space. Many of the other spaces of functions we shall deal with are Banach spaces; here are some examples
(a) the space $C_b(E)$ of continuous and bounded functions on $E$, endowed with the norm $\| \cdot \|_\infty$;
(b) the space $C(E)$ of continuous functions on $E$ is a Banach space if and only if $E$ is compact;
(c) the space $C_0(E)$ of continuous functions that vanish at infinity

\[ C_0(E) = \{ f \in C(E) : \text{ for each } \varepsilon > 0, \text{ the set } \{|f(x)| \geq \varepsilon\} \text{ is compact} \} \]

### 6.1 Markov semigroups

From the viewpoint of this lecture, transition functions are a convenient way to study Markov processes. In fact, we begin with associating to a transition function a family of bounded linear operators acting on the space $M_b(E)$. As we shall see later, this family forms a semigroup of operators and this fact is connected with the Chapman-Kolmogorov equation for transition functions.

The definition that we introduce below is somewhat more general than the one given in last lecture; in fact, we require only that $p(t, x, E) \leq 1$.

**Definition 6.1.** A time-homogeneous Markov transition function on $E$ (briefly, a transition function on $E$ or a t.f. on $E$) is a function $p(t, x, A)$ with $t \geq 0$, $x \in E$ and $A \in E$, such that

(a) for fixed $t$ and $A$, the map $x \mapsto p(t, x, A)$ is $E$-measurable;
(b) for fixed $t$ and $x$, $p(t, x, \cdot)$ is a finite measure on $(E, E)$ such that $p(t, x, E) \leq 1$;
(c) $p(0, x, \cdot) = \delta_x, x \in E$;
(d) the Chapman-Kolmogorov equation holds:

\[ p(t+s, x, A) = \int_E p(s, y, A) p(t, x, dy), \quad \forall t, s \geq 0, x \in E, A \in E. \]

(6.2)

On the space $M_b(E)$ we define the family of operators

\[ T_t f(x) = \int_E f(y)p(t, x, dy), \quad f \in M_b(E), \; t \geq 0. \]

(6.3)

Condition (a) of Definition 6.1 implies that this operator is well defined from $M_b(E)$ into itself.

**Problem 6.1.** Show that $T_t : M_b(E) \to M_b(E)$.

*Hint: first prove that when $f = 1_{\Gamma}, \Gamma \in E$, then $P_t f \in B_b(E)$ and then use an approximation argument.*

Using condition (b) of Definition 6.1, it follows, for each $t \geq 0$, that $T_t$ is a non-negative, contraction linear operator on $M_b(E)$:

\[ f \in M_b(E), \; 0 \leq f \leq 1 \text{ on } E \implies 0 \leq T_t f \leq 1 \text{ on } E. \]

Thanks to the Chapman-Kolmogorov condition we have

\[ T_{t+s} f(x) = \int_E p(t+s, x, dy) f(y) = \int_E \int_E p(t, x, dz) p(s, z, dy) f(y) \]

\[ = \int_E p(t, x, dz) T_s f(z) = T_t(T_s f)(x), \]

so that the operators $\{T_t, t \geq 0\}$ form a semigroup: $T_t T_s = T_{t+s}, t, s \geq 0$. We have also, by condition (c) of Definition 6.1, that $T_0 = I$ the identity operator on $M_b(E)$. 

Definition 6.2. The semigroup \( T = \{ T_t, t \geq 0 \} \) defined by the transition function \( p \) in (6.3) is called a (transition) Markov semigroup on \( E \). If in addition \( T_1 \equiv 1, t \geq 0 \), then \( T \) is called a conservative Markov semigroup.

Before proceeding, we remind the fundamental link between t.p.f. and Markov processes. We recall that a t.p.f. (transition probability function) is a t.f. which verifies \( p(t, x, E) = 1, x \in E, t \geq 0 \). In literature, a t.f. satisfying this condition is called conservative; see also Definition 6.7 below. Clearly, a conservative Markov semigroup is associated to a transition probability function (t.p.f.) \( p \) on \( E \).

Theorem 6.3. To each t.p.f. we can associate a unique Markov process.

Consider the family of processes \( X^x \) associated to \( p \). We have:
\[
\mathbb{P}(X^x_t \in \Gamma) = p(t, x, \Gamma).
\]

Hence the relation between the semigroup \( T \) and \( X^x \) is given by
\[
T_t f(x) = \mathbb{E}[f(X^x(t))], \quad f \in M_b(E).
\]

Note that Markov property can be written, in terms of \( \{ T_t \} \), as
\[
\mathbb{E}(f(X_{t+s}) | \mathcal{F}_t) = \mathbb{E}(f(X_{t+s}) | X_t) = T_s f(X_t)
\]
for all \( s, t \geq 0 \) and \( f \in M_b(E) \).

We also say that \( \{ T_t, t \geq 0 \} \) is the (conservative) Markov semigroup associated to the Markov process \( \{ X^x \} \).

### 6.2 The infinitesimal generator of a Markov semigroup

We consider a Markov semigroup \( \{ T_t, t \geq 0 \} \) on the Euclidean space \( E \subset \mathbb{R}^d, d \geq 1 \). The dynamic of this semigroup can be described by means of an operator, which represents the (right)-derivative of the semigroup \( T_t \) for \( t = 0 \). We define the \emph{infinitesimal generator} (briefly, the generator) \( A \) for the semigroup \( \{ T_t, t \geq 0 \} \) setting
\[
A f(x) = \lim_{t \downarrow 0} \frac{T_t f(x) - f(x)}{t}
\]
for every \( f \) in the domain of definition
\[
D(A) = \{ f \in M_b(E) | A f(x) \text{ is well defined for each } x \in E \text{ and moreover } \sup_{t>0} \| \frac{T_t f - f}{t} \|_{\infty} < \infty \}.
\]

The operator \( A \) is, in general, linear and possibly unbounded. If the semigroup \( \{ T_t, t \geq 0 \} \) is associated to the Markov process \( X^x, x \in E \), we can formulate (6.6) in an equivalent form
\[
A f(x) = \lim_{t \downarrow 0} \frac{\mathbb{E}[f(X^x_t)] - f(x)}{t}
\]
for every \( f \) in the domain of definition
\[
D(A) = \{ f \in M_b(E) | A f(x) \text{ is well defined for each } x \in E \text{ and moreover } \sup_{t>0} \| \frac{T_t f - f}{t} \|_{\infty} < \infty \}.
\]

Our definition of generator is a variant of the weak generator introduced by Dynkin [Dy65].
Remark 6.4. Given a Markov transition semigroup \( \{T_t\} \) on \( M_b(E) \), Dynkin introduces the space

\[
M^0_b(E) = \{ f \in M_b(E) \ | \ \lim_{t \to 0} T_t f(x) = f(x), \ x \in E \}.
\]

Moreover he defines the weak generator \( A \) of \( \{T_t\} \) in the following way. Let

\[
D(A) = \{ f \in M_b(E) : \text{there exists } g \in M^0_b(E), \ \lim_{t \to 0^+} \frac{1}{t} |T_t f(x) - f(x)| = g(x), \ x \in E, \\
\text{and } \sup_{t > 0} \frac{1}{t} |T_t f - f|_{\infty} \leq M, \text{ for any } t > 0 \}.
\]

Then, for any \( f \in D(A) \), \( Af(x) := \lim_{t \to 0^+} \frac{1}{t} [T_t f(x) - f(x)], \ x \in E. \)

Example 6.5. As an easy example, let us consider the Markov semigroup associated to the right translation process, and construct the infinitesimal generator of the process.

The (deterministic) right translation process on \( \mathbb{R} \) is defined by

\[
X^x(t) = x + t, \quad x \in \mathbb{R}, \ t \geq 0.
\]

This process is associated to the transition semigroup

\[
T_t f(x) = f(x + t),
\]

The infinitesimal generator is given by

\[
Af(x) = \lim_{t \to 0^+} \frac{f(x + t) - f(x)}{t};
\]

and we see then that it is identified with the right derivative

\[
A = \left( \frac{d}{dx} \right)^+
\]

for all functions which are Lipschitz continuous.

For every conservative Markov semigroup \( \{T_t\} \) on \( M_b(E) \) with infinitesimal generator \( A \), the fundamental maximum principle holds.

Proposition 6.6. Let \( \{T_t, t \geq 0\} \) be a conservative Markov semigroup on \( E \). Let \( f \in D(A) \) have an absolute maximum in \( x \) (i.e., \( f(x) \geq f(y) \) for all \( y \in E, y \neq x \)). Then \( Af(x) \leq 0. \)

Proof. Since \( \{T_t\} \) is conservative we have, for any \( t > 0, \)

\[
\frac{T_t f(x) - f(x)}{t} = \frac{1}{t} \int_E [f(y) - f(x)] p(t, x, dy) \leq 0.
\]

\( \square \)

Problem 6.2. The above result eliminates a number of possible generators. Prove that in \( \mathbb{R} \) the operator \( Af = f^{(k)} \), the \( k \)-derivative, can not be a generator of a Markov semigroup if \( k \geq 3. \)
6.2 The infinitesimal generator of a Markov semigroup

**Problem 6.3.** Show that for a Markov semigroup \(\{T_t\}\) on \(M_b(E)\), the conservative property \(T_1 = 1\) holds if and only if \(1 \in D(A)\) and \(A1 = 0\).

There are cases where the transition semigroup \(\{T_t\}\) acts naturally on functional spaces other than \(M_b(E)\); for instance, the space \(C_b(E)\) of bounded continuous functions can be invariant for \(\{T_t\}\) and so \(\{T_t\}\) acts on \(C_b(E)\).

Let \(L\) be a closed subspace of \(M_b(E)\) which is invariant for \(\{T_t\}\), i.e. \(T_t(L) \subset L, t \geq 0\). In this case, we consider \(\{T_t\}\) as a semigroup of linear contractions on \(L\) and modify the definition of generator \(A\) as follows:

\[
D(A) = \{f \in L : \text{there exists } g \in L \text{ such that } \sup_{t>0} \frac{1}{t} \|T_t f - f\|_\infty < \infty \text{ and } \lim_{t \to 0^+} \frac{1}{t}(T_t f(x) - f(x)) = g(x), \ x \in E\},
\]

\[
Af(x) = \lim_{t \to 0^+} \frac{1}{t}(T_t f(x) - f(x)), \ f \in D(A), \ x \in E. \tag{6.8}
\]

In other words, we are considering the part of \(A\) in \(L\).

In the proceeding of this lecture, we are interested in characterizing the infinitesimal generator of a Markov process in terms of its transition function and/or its transition semigroup. Our construction will culminate in a definition of diffusion processes in terms of the infinitesimal generator; this will open the way to the inverse problem of characterize the Markov process associated to a given (second order, differential) operator.

### 6.2.1 Example: Poisson process

In this section we take as example the real Poisson process \(\{N_t, t \geq 0\}\) introduced in first lecture. We recall that a Poisson process has independent and stationary increments, then \(N_{t+s} = (N_{t+s} - N_t) + N_t\) is the sum of independent random variables, with Poisson distributions of parameter \(\lambda t\) and \(\lambda s\), respectively; then we obtain (see Exercise 5.2) that \(x + N_t\) is Markov with transition probability function

\[p(t, x, A) = \mathbb{P}(x + N_t \in A).\]

For any \(t \geq 0\) we consider the operator \(T_t\) acting on Borel and bounded functions \(u(x)\) by

\[T_t u(x) = \mathbb{E}[u(x + N_t)].\]

As a simple exercise, let us show directly that \(\{T_t\}\) satisfies the semigroup law; the idea is to use the freezing lemma as we have done for Brownian motion. Later we will compute its infinitesimal generator.

The semigroup property is

\[
\mathbb{E}[u(x + N_{t+s})] = \mathbb{E}[\mathbb{E}[u(x + N_{t+s} - N_t) + N_t] \mid \mathcal{F}_t] = \mathbb{E}[\mathbb{E}[u(x + y + N_t)]_{y = N_{t+s} - N_t}]
\]

\[= \mathbb{E}[\mathbb{E}[u(x + y + N_t)]_{y = N_s}] = T_s T_t u(x),\]

where we use respectively independence, Lemma 5.2 and stationarity of increments.

For a Poisson process, the infinitesimal generator can be given explicitly; it holds, for any \(u \in M_b(\mathbb{R})\)
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\[
\lim_{\varepsilon \to 0^+} \frac{T_\varepsilon u(x) - u(x)}{\varepsilon} = \lim_{\varepsilon \to 0^+} \sum_{k=0}^{\infty} \frac{u(x+k) - u(x)}{\varepsilon} e^{-\varepsilon \lambda} (\varepsilon \lambda)^k \frac{1}{k!} = \lim_{\varepsilon \to 0^+} \sum_{k=1}^{\infty} \frac{u(x+k) - u(x)}{\varepsilon} e^{-\varepsilon \lambda} (\varepsilon \lambda)^k \frac{1}{k!} = \lambda(u(x+1) - u(x)).
\]

Therefore \( A \) is a difference operator, non local, which maps \( u(x) \) into \( \lambda(u(x+1) - u(x)) \). The operator \( A \) is a bounded operator on \( M_b(\mathbb{R}) \).

6.2.2 Sub-markovian processes

Heuristically, the class of processes that we aim to introduce is given by those stochastic processes \( X = \{X_t^x, t \geq 0\}, x \in E \), which take values in an Euclidean space \( E \) only up to some random time \( \tau^x \) (for instance, one can think to a solution of a differential equation which “explodes” in a finite time).

We have

\[
\tau^x = \inf\{t \geq 0 : X_t^x \notin E\}
\]

with the usual convention that \( \tau^x(\omega) = \infty \) if the infimum is taken on an empty set. \( \tau^x \) is called lifetime of the process because it is the instant in which the process ceases to be live in \( E \). Probabilists kill the process once its clock has reached \( \tau^x \).

The above situation can be rigorously described if we introduce an extra point \( \infty \) attached to \( E \) either as an isolated point or as the one-point compactification of \( E \). Thus we denote \( E_\infty = E \cup \{\infty\} \), where \( \infty \notin E \), endowed with the \( \sigma \)-field \( E_\infty = \sigma(E, \{\infty\}) \), and consider the process \( \{X_t\} \) taking values in \( E_\infty \), compare with Ikeda and Watanabe [IW81, Chapter IV].

If \( E \) is locally compact, then \( \infty \) is the “point at infinity” and a system of neighborhoods of \( \infty \) is given by the complements of compact sets in \( E \). If \( E \) is compact, then \( \infty \) is an isolated point in \( E_\infty \).

Any real valued function \( f \) on \( E \) can be extended to \( E_\infty = E \cup \{\infty\} \) by setting \( f(\infty) = 0 \).

A family of processes \( X = \{X^x\} \), starting from \( x \in E \), but taking values in \( E_\infty \) is called a sub-markovian process with transition function \( p \) if there exists a transition function \( p(t, x, A) \) on \( E \) associated with \( X^x \) by the formula

\[
p(t, x, A) = \mathbb{P}(X_t^x \in A), \quad A \in \mathcal{F}, \quad t \geq 0, \quad x \in E,
\]

and such that

\[
\mathbb{P}(X_{t+s}^x \in A \mid \mathcal{F}_s) = p(t, x, A), \quad \mathbb{P} - \text{a.s.}.
\]

It is possible to extend the transition function \( p \), originally given on \( E \), and obtain a t.p.f. on \( E_\infty \) as follows:

\[
\begin{cases}
p'(t, x, A) = p(t, x, A), & t \geq 0, \quad x \in E, \quad A \in \mathcal{F} \\
p'(t, x, \{\infty\}) = 1 - p(t, x, E), & x \neq \infty \\
p'(t, \infty, E) = 0, & p'(t, \infty, \{\infty\}) = 1.
\end{cases}
\]

The associated Markov process on \( (E_\infty, \mathcal{F}_\infty) \) shall be denoted by \( \tilde{X} = \{\tilde{X}_t^x, t \geq 0\}, x \in E_\infty \). The point \( \infty \) is an absorbing state for the process \( \tilde{X} \), i.e.,

\[
\{\tilde{X}_s^x = \infty\} \subset \{\tilde{X}_t^x = \infty \quad \forall t \geq s\}.
\]

Notice that \( X_t^x = \tilde{X}_t^x \) on \( \{\tau^x > t\} \).
Problem 6.4. Let $B = \{B^x_t, t \geq 0\}$ be a family of real Brownian motions starting from $x \in \mathbb{R}$. For any $x > 0$, denote $\tau^x_0$ the first passage time from the level 0 of the Brownian motion $B^x$. Consider the process $\{W^x_t, t \geq 0\}, x \in (0, \infty)$, defined by

$$W^x_t = B^x_t \wedge \tau^x_0 = \begin{cases} x + B_t, & t \leq \tau^x_0 \\ 0, & t \geq \tau^x_0 \end{cases}.$$

This process is called the Brownian motion absorbed at the origin.

1. Prove that $W$ is a Markov process with transition function

$$p_-(t, x, dy) = [p(t, x, y) - p(t, x, -y)] dy,$$

$x > 0, y > 0$.

2. Notice that for fixed $x > 0$, $\{p_-(t, x, \cdot), t \geq 0\}$ is a family of measures on $E = (0, \infty)$. We ask to compute the total mass of the measure

$$\int_E p_-(t, x, dy).$$

Hint: use reflection principle to show that for any $\Gamma \subset (0, \infty)$, $P(B^x_t \in \Gamma) = P(B^x_t \in \Gamma, B^x_s > 0 \text{ for } 0 \leq s \leq t) + P(B^x_t \in -\Gamma)$.

The process $W$ on $E = (0, +\infty)$ is a first example of properly sub-Markovian processes, i.e., non-conservative stochastic processes. In this case, the cemetery point is equal to the origin 0. Indeed we have the following definition.

Definition 6.7. The sub-Markovian process $X = \{X_t, x \in E\}$, will be called conservative if and only if the lifetime $\tau^x$ is almost surely $+\infty$, for any $x \in E$.

Hence a conservative process never reaches the attached point $\infty$ (it is strictly Markovian).

We have already defined a conservative transition semigroup; let us see that these definitions are equivalent, by proving that

$$P(\tau^x = \infty) = 1 \quad \text{if and only if} \quad T_t \mathbf{1} = \mathbf{1}, \quad t \geq 0. \quad (6.10)$$

This can be shown easily:

$$1 \geq T_t \mathbf{1}_E(x) = \mathbb{E}[\mathbf{1}_E(X^x_t)] = P(X^x_t \in E) = P(\tau^x > t) \geq P(\tau^x = \infty)$$

and passing to the limit

$$P(\tau^x = \infty) = \lim_{t \to \infty} P(\tau^x > t) = \lim_{t \to \infty} T_t \mathbf{1}_E(x).$$
6.3 Feller processes and Feller semigroups

In this section we turn our attention on a special class of Markov processes, named after W. Feller. A process \( X \) belongs to this class if the transition semigroup on \( M_b(E) \) leaves \( C_b(E) \) invariant. This also implies some nice continuity properties; it will not be surprising to find that Brownian Motion is a prototype of such processes.

**Definition 6.8.** Let \( X = \{X^x_t, t \geq 0\}, \ x \in E, \) be a sub-Markovian process with transition function \( p(t, x, \Gamma) \). We say that \( X \) (or equivalently \( p \)) has the Feller property if, for any \( f \in C_b(E) \), \( t \geq 0 \), the function

\[
\begin{align*}
    x \mapsto E[f(X^x_t)] &= \int_E f(y) p(t, x, dy) = T_t f(x)
\end{align*}
\]

belongs to \( C_b(E) \) and moreover, for any \( f \in C_b(E) \), the mapping \( t \mapsto T_t f(x) \) is continuous on \([0, \infty)\). The Markov semigroup associated to \( X \) (or \( p \)), i.e. \( \{T_t, t \geq 0\} \), is called a Feller semigroup.

The right hand side of the above equality is –by definition– the transition semigroup associated to the process \( X \). Feller property implies that given a function \( f \in C_b(E) \), then the mapping \( T_t f(x) \) shall be continuous with respect to \( x \) for each \( t \geq 0 \); if \( x_n \to x_0 \) then it must hold

\[
\int_E p(t, x_n, dy) f(y) \to \int_E p(t, x_0, dy) f(y), \ f \in C_b(E).
\]

Therefore, an equivalent formulation of the Feller property is that the measure valued mapping \( x \mapsto p(t, x, \cdot) \) is weakly continuous. Altough this may seem a natural condition, one can easily convince itself that it does not necessarily hold.

**Example 6.9.** Construct a Markov process that does not verify Feller condition.

**Proof.** Consider the case \( E = \mathbb{R} \); we define a family of stochastic processes \( \{X^x_t, t \geq 0, \ x \in \mathbb{R}\} \) setting:

- if \( x < 0 \), then \( X^x_t = x - t \) is the left translation process; also, if \( x > 0 \), then process defines a right translation: \( X^x_t = x + t \);
- if \( x = 0 \), the process has the same probability to leave to the left or to the right:

\[
\mathbb{P}(X^0_t = t) = \mathbb{P}(X^0_t = -t) = \frac{1}{2}.
\]

Then, we have

\[
T_t f(x) = E[f(X^x_t)] = \begin{cases} f(x + t), & x > 0 \\ \frac{1}{2} [f(t) + f(-t)], & x = 0 \\ f(x - t), & x < 0. \end{cases}
\]

Now one can easily verifies that for arbitrary functions \( f \in C_b(\mathbb{R}) \) the function \( T_t f(x) \) is discontinuous in \( x = 0 \).

□

Under some additional mild assumptions on regularity of paths, each Feller process is a strong Markov process.
Theorem 6.10. Let \( \{X_t^x, t \geq 0\} \) be a Feller processes associated to a transition probability function \( p(t, x, A) \). Assume that the process has right continuous paths. Then, for each stopping time \( \tau < +\infty \), it holds
\[
\mathbb{E}(f(X^x(t + \tau)) \mid \mathcal{F}_\tau) = T_\tau f(X^x_\tau).
\] (6.11)

Proof. Let us drop the dependence on \( x \). We approximate \( \tau \) with a sequence of stopping times taking values in the discrete set of dyadic numbers, setting \( \tau_n = \lfloor 2^n \tau \rfloor + \frac{1}{2^n} \).

As \( n \to \infty \), \( \tau_n \downarrow \tau \). It is
\[
\mathcal{F}_\tau = \mathcal{F}_{\tau+} = \bigcap_{n=1}^\infty \mathcal{F}_{\tau_n}.
\]

For every time \( d \in D \) and for every \( A \in \mathcal{F}_\tau \), the event \( A_d = A \cap \{\tau_n = d\} \) belongs to \( \mathcal{F}_d \), and Markov property implies
\[
\mathbb{E}[1_{A_d} f(X_{d+u})] = \mathbb{E}[1_{A_d} T_u f(X_d)]
\]

Further, since \( \tau_n \) takes a finite number of values, and \( \tau_n = d \) on \( A_d \), we have
\[
\mathbb{E}[1_A f(X_{\tau_n+u})] = \sum_{d \in B} \mathbb{E}[1_{A_d} f(X_{d+u})] = \sum_{d \in B} \mathbb{E}[1_{A_d} T_u f(X_d)] = \mathbb{E}[1_A T_u f(X_{\tau_n})].
\]

Since both \( f \) and \( T_u f \) are continuous functions, and \( X_t \) has right continuous paths, passing to the limit as \( n \to \infty \) we have
\[
\mathbb{E}[1_A f(X_{\tau+u})] = \mathbb{E}[1_A T_u f(X_\tau)]
\]

Now, using definition of conditional expectation, since \( A \in \mathcal{F}_\tau \) is arbitrary, the above equation implies the thesis.

We leave as an exercise the proof of the following corollary.

Corollary 6.11. If the stopping time \( \tau \) takes values in a discrete set (possibly infinite), then property (6.11) holds for every Markov process \( \{X_t, t \geq 0\} \).

Problem 6.5. Prove Corollary 6.11.

Recall the definition of infinitesimal generator (6.8) (for the present case where \( L = C_b(E) \))
\[
Af(x) = \lim_{t \downarrow 0} \frac{T_t f(x) - f(x)}{t}
\]
for every \( f \) in the domain of definition
\[
D(A) = \{ f \in C_b(E) \mid Af(x) \text{ is well defined for each } x \text{ and } \sup_{t > 0} \frac{1}{t} \|T_t f - f\| < \infty \}.
\]

The generator of a Feller semigroup has some useful properties as it is shown in the next results.
Proposition 6.12. Let \( \{T_t, \ t \geq 0\} \) be a Feller semigroup on \( E \). Then \( f \in D(A) \) if and only

\[
T_t f(x) - f(x) = \int_0^t T_s A f(x) \, ds, \quad t \geq 0, \ x \in E. \tag{6.12}
\]

Moreover if \( f \in D(A) \) then \( Af = g \) in (6.12).

Proof. It is clear that if (6.12) holds then \( f \in D(A) \) and \( Af = g \). Let us prove the converse.

Remark that \( f \in D(A) \) implies that \( T_t f \in D(A) \), \( t \geq 0 \). Indeed let \( \Delta_h = h^{-1}(T_h - I) \), for \( h > 0 \).

There exists \( M > 0 \) such that, for any \( t \geq 0, \ h > 0 \),

\[
\| \Delta_h(T_t f) \|_{\infty} = \| T_t (\Delta_h f) \|_{\infty} \leq \| \Delta_h f \|_{\infty} \leq M.
\]

Moreover

\[
\lim_{h \to 0^+} \Delta_h(T_t f)(x) = \lim_{h \to 0^+} T_t(\Delta_h f)(x) = T_t Af(x), \ x \in E.
\]

Thus \( T_t f \in D(A) \) and moreover \( AT_t f = T_t Af \).

Now fix \( x \in E \) and consider the mapping: \( t \mapsto T_t f(x) \). By the previous argument, there exists the right derivative \( \frac{d}{dt} T_t f(x) = T_t Af(x) \) at any \( t \geq 0 \). Moreover the mapping: \( t \mapsto T_t Af(x) \) is continuous on \( [0, +\infty[ \). By a well known lemma of real analysis, we obtain the assertion.

\[ \square \]

Remark 6.13. The previous proof shows also that if \( f \in D(A) \), where \( A \) is the generator of a Feller semigroup \( \{T_t, \ t \geq 0\} \) on \( \mathbb{R}^d \), then it holds:

\[
T_t f(x) - f(x) = \int_0^t A T_s f(x) \, ds, \quad t \geq 0, \ x \in \mathbb{R}^d. \tag{6.13}
\]

Hence \( u(t, x) := T_t f(x) \) “solves” to the following parabolic Cauchy problem

\[
\begin{cases}
\partial_t u(t, x) = Au(t, x), & t > 0, \\
u(0, x) = f(x), & x \in \mathbb{R}^d.
\end{cases}
\]

We will return on this connection between Feller semigroups and parabolic Cauchy problems.

Theorem 6.14. Let \( \{T_t, \ t \geq 0\} \) be a Feller semigroup on \( E \) associated to a Feller process \( X_t = \{X_t^x, \ t \geq 0\}, \ x \in E \). Then \( f \in D(A) \) if and only if there exists \( g \in C_b(E) \) such that

\[
M^f_{t,x} = f(X_t^x) - f(x) - \int_0^t g(X_s^x) \, ds \quad \text{is a } \mathbb{P}\text{-martingale} \tag{6.14}
\]

(with respect to the same filtration \( \{\mathcal{F}_t\} \) of \( \{X_t^x\} \)) for any \( x \in E \). Moreover if \( f \in D(A) \) then \( Af = g \) in (6.14).
Proof. Assume first that (6.14) holds. Applying the expectation, we have
\[ 0 = \mathbb{E}\left[ f(X^x_t) - f(x) - \int_0^t g(X^x_s)ds \right] = T_t f(x) - f(x) - \int_0^t T_s g(x)ds, \]
for \( t \geq 0, x \in E \). By Proposition 6.12 we get that \( f \in D(A) \) and \( Af = g \).

Let now \( f \in D(A) \). We have, for \( 0 \leq s < t \), using the transition function \( p \),
\[
\mathbb{E}(M^f_{t,x} - M^f_{s,x} | \mathcal{F}_s) = \mathbb{E}\left( (f(X^x_t) - f(X^x_s) - \int_s^t g(X^x_r)dr) | \mathcal{F}_s \right) \\
= -f(X^x_s) + \int_E p(t-s, X^x_s, dy) f(y) - \int_s^t \left( \int_E p(r-s, X^x_s, dy) g(y) \right) dr \\
= T_{t-s} f(X^x_s) - f(X^x_s) - \int_0^{t-s} T_u g(X^x_s)du
\]
(to prove that \( \mathbb{E}(\int_s^t g(X^x_r)dr | \mathcal{F}_s) \) we may use an approximation argument by means of Riemann sums). Now, since \( f \in D(A) \), by (6.12) we deduce that \( \mathbb{E}(M^f_{t,x} - M^f_{s,x} | \mathcal{F}_s) = 0 \). This completes the proof.

\[ \square \]

**Problem 6.6.** Prove that the Poisson process \( N^x = \{ N_t + x, t \geq 0 \} \) (see Section 6.2.1) starting from \( x \in \mathbb{R} \) and a \( d \)-dimensional Brownian motion \( B^x = \{ B_t + x, t \geq 0 \} \) starting from \( x \in \mathbb{R}^d \) are both Feller processes.

**Problem 6.7.** Let \( \{ T_t, t \geq 0 \} \) be the Feller semigroup associated with a Brownian motion \( B^x \), taking values in \( \mathbb{R}^d \), \( x \in \mathbb{R}^d \), i.e., \( \{ T_t \} \) is the classical heat semigroup. Show that \( C^2_c(\mathbb{R}^d) \subset D(A) \) and also that \( Af = \frac{1}{2} \Delta f, f \in C^2_c(\mathbb{R}^d) \).

### 6.3 Feller semigroups: another approach

Let \( E_\infty \) be the one-point compactification of \( E \). We define the space of functions \( C_\infty(E) \) as the subspace of \( C_b(E) \) which consists of all functions satisfying \( \lim_{x \to \infty} f(x) = 0 \). It turns out that \( C_\infty(E) \) is a closed subspace of \( C_b(E) \), and moreover the two spaces can be identified if \( E \) is compact. Note also that \( C_\infty(E) \) can be identified with \( C_0(E) \).

**Definition 6.15.** We say that a Feller semigroup \( T = \{ T_t, t \geq 0 \} \) on \( E \) has the \( C_\infty \)-property (or that the corresponding transition function \( p \) has the \( C_\infty \)-property) if the space \( C_\infty(E) \) is an invariant subspace for \( T \).

The literature is somehow discarding about the precise definition of the family of Feller semigroups. We shall mention, for instance, Ethier and Kurtz [EK86], Schilling [Sc98], Jacob [Ja01] or Durrett [Du96], where Feller property means a transition function having the \( C_\infty \)-property. Following the literature, we shall call the Feller processes with the \( C_\infty \)-property Feller-Dynkin processes.

Notice further that there is no doubt that a strong Feller semigroup should map the bounded measurable functions \( M_b(E) \) into \( C_0(E) \).
In this section we study some properties of $C_\infty$-transition functions. We begin by proving that $C_\infty$-property implies that the corresponding Markov semigroup $\{T_t, t \geq 0\}$ is strongly continuous on the space $C_\infty(E)$ (endowed with the sup norm).

**Proposition 6.16.** A Feller semigroup $\{T_t, t \geq 0\}$ which leaves $C_\infty(E)$ invariant is strongly continuous when acts on $C_\infty(E)$.

**Proof.** In our assumptions, the following pointwise convergence holds:

$$\forall f \in C_\infty(E), \forall x \in E : T_t f(x) \to f(x) \quad \text{as } t \to 0^+. \quad (6.15)$$

Note that the topological dual of $C_\infty(E)$ is the space of all finite Borel signed measures on $E$ (endowed with the variation norm). Hence (6.15) implies that

$$\int_E T_t f(x) \mu(dx) \to \int_E f(x) \mu(dx) \quad \text{as } t \to 0^+,$$

for any $\mu$ finite Borel signed measure on $E$. We have just proved that weakly $T_t f \to f$ as $t \to 0^+$. By a well known result from semigroup theory (called “weak=strong”, see Pazy [Pa83, Theorem 2.1.3]), this implies that $\{T_t\}$ is strongly continuous on $C_\infty(E)$.

\[ \square \]

The following result shows in particular that any conservative Feller-Dynkin semigroup is also a Feller semigroup; for a proof, see Schilling [Sc98, Corollary 3.4].

**Theorem 6.17.** Every Feller-Dynkin semigroup $\{T_t, t \geq 0\}$ on $E$ satisfying $T_t 1 \in C_b(E), t \geq 0$, is ** a Feller semigroup.

**Remark 6.18.** In the following lectures, we shall consider Feller processes arising from stochastic differential equations. In such situation the additional $C_\infty$-invariance property is not always true and, even if it holds, it is not easy to prove. A discussion of this problem can be found in Ethier and Kurtz [EK86, page 373] and in the survey paper by Metafune, Pallara and Wacker [MPW02]. This motivates our choice of Feller processes in Definition 6.8.

In the next proposition, we show that Feller processes with the $C_\infty$-property are **uniformly stochastically continuous**, i.e.,

for every compact set $K \subset E$ we have

$$\lim_{t \to 0} \sup_{x \in K} [1 - p(t, x, D_\varepsilon(x))] = 0 \quad (6.16)$$

for every $\varepsilon > 0$, where $D_\varepsilon(x)$ is the open ball of radius $\varepsilon$ around $x$: $D_\varepsilon(x) = \{y \in E : |x - y| < \varepsilon\}$.

**Proposition 6.19.** If $p$ is a Feller transition function with the $C_\infty$-property, then $p$ is uniformly stochastically continuous.
6.3 Feller processes and Feller semigroups

Proof. Let $K$ be a compact set in $E$ and define the family of mappings

$$f(x) = \begin{cases} 1 - \frac{1}{\epsilon} |x - y| & \text{if } |x - y| < \epsilon \\ 0 & \text{otherwise} \end{cases}$$

Then $f_x$ belongs to $C_c(E)$ and

$$\|f_x - f_z\|_\infty \leq \frac{1}{\epsilon} |x - z|.$$  \hspace{1cm} (6.17)

Since $K$ is compact, there are a finite number of points $\{x_k\}$ such that

$$K = \bigcup_{k=1}^n B_{\delta \epsilon/4}(x_k);$$

hence every point in $E$ verifies

$$\min_{k \leq n} |x, x_k| < \delta \epsilon/4.$$  

Thus we obtain a similar bound for the family of functions $f_x$:

$$\min_{k \leq n} \|f_x - f_{x_k}\|_\infty \leq \delta/4.$$  \hspace{1cm} (6.18)

Notice that

$$p(t, x, U_\epsilon(x)) = \int_E p(t, x, dy) 1_{U_\epsilon(x)}(y) \geq \int_E p(t, x, dy) f_x(y) = T_t f_x(x)$$

hence

$$1 - p(t, x, U_\epsilon(x)) \leq f_x(x) - T_t f_x(x);$$

it remains to prove that the right hand side converges to 0 as $t \to 0$ uniformly for $x \in K$, that is, there exists $t_0$ such that

$$|f_x(x) - T_t f_x(x)| \leq \delta \quad \forall x \in K, \ t < t_0;$$

take the sup-norm and observe that

$$\|f_x - T_t f_x\| \leq \|f_x - f_{x_k}\| + |f_x - T_t f_{x_k}| + |T_t f_{x_k} - T_t f_x|$$

and notice that if we choose witly $x_k$, the first and the third terms are bounded by the sup-norm, and that $T_t$ is a contraction, hence, using (6.18),

$$\|f_x - T_t f_x\| \leq \frac{\delta}{2} + \|f_{x_k} - T_t f_{x_k}\|$$

but since $\{T_t\}$ is strongly continuous on $C_\infty(E)$, the last term is bounded by $\delta/2$ for sufficiently small $t$, from where the thesis follows.

\[\Box\]

Remark 6.20. It is possible to prove (see for instance Ventsel [Ve83, Theorem 9.3]) that a Markov process with a uniformly stochastically continuous transition probability function possesses a càdlàg version (right continuous sample paths with left limits).

Other results for regularity of paths of Markovian processes associated with t.p.f. will be given later; however, they are not of the upmost importance for us, since in case of solutions of stochastic differential equations we will prove such results directly.
6.4 Further properties of the infinitesimal generator

Let us briefly explain the content of this section, by appealing to the examples discussed so far.

If a process, like the Brownian motion, has continuous paths, it is natural to think that \( X_t^x \) is near \( x \) for small times \( t \), so that \( Af(x) = \lim_{t \to 0} \frac{1}{t} \mathbb{E}[f(X_t^x) - f(x)] \) is a local operator, i.e., it depends only on the values of \( f \) in a neighborhood of \( x \). Conversely, if we analyze a jump process like the Poisson process, then the increments depend on the values of \( X_t^x \) near \( x \) but also near the possible points where the process have moved, which may be far from \( x \); so the operator \( A \) is not local. Most important here is the fact that we can provide a condition that implies, at once, the continuity of the sample paths of \( X \) – Theorem 6.25 – and that the infinitesimal generator is local – Proposition 6.21.

We say that an operator \( A : D(A) \subset M_b(E) \to M_b(E) \) is local if the value of \( Af(x) \) depends only on the behaviour of \( f \) in a neighborhood of \( x \). The next result provides a sufficient condition for the infinitesimal generator \( A \) associated to a Markov process \( X \) to be local.

**Proposition 6.21.** Let \( p \) be a transition probability function. Assume that for \( x \in E \)

\[
\lim_{t \to 0} \frac{1}{t} p(t, x, B_R^c(x)) = 0 \quad \text{for every} \quad R > 0. \tag{6.19}
\]

Then \( A \) is a local operator.

**Proof.** Take \( f \in D(A) \); then \( Af(x) \) is given by

\[
Af(x) = \lim_{t \downarrow 0} \frac{T_t f(x) - f(x)}{t} = \lim_{t \downarrow 0} \frac{1}{t} \int_E [f(y) - f(x)] p(t, x, dy).
\]

We split the integral in two parts, so that

\[
\frac{1}{t} \int_E [f(y) - f(x)] p(t, x, dy) = \frac{1}{t} \int_{B_R(x)} [f(y) - f(x)] p(t, x, dy) + \frac{1}{t} \int_{B_R^c(x)} [f(y) - f(x)] p(t, x, dy)
\]

and use (6.19) in the last integral

\[
\frac{1}{t} \int_{B_R^c(x)} [f(y) - f(x)] p(t, x, dy) \leq \frac{1}{t} \|f\| p(t, x, B_R^c(x)) \xrightarrow{t \to 0} 0
\]

which shows that \( Af(x) \) is well defined if and only if the limit

\[
\lim_{t \downarrow 0} \frac{1}{t} \int_{B_R(x)} [f(y) - f(x)] p(t, x, dy)
\]

exists and, finally, this limit depends only on the behaviour of \( f \) in a neighbourhood of \( x \).

\( \square \)

Under condition (6.19), we may characterize the form of the infinitesimal generator \( A \) of the Markovian semigroup \( P_t \). Let us define the space \( C^2_c(E) \) as the completion of \( C^2(E) \cap C_c(E) \) with respect to the norm

\[
\|f\| + \sum_{i=1}^d \|\frac{\partial f}{\partial x_i}\| + \sum_{i,j=1}^d \|\frac{\partial^2 f}{\partial x_i \partial x_j}\|.
\]
Proposition 6.22. Given a Markov process associated to a (conservative) Markov semigroup \( \{T_t\} \) with infinitesimal generator \( A \), assume that condition (6.19) holds, and that \( C^2_c(E) \subset D(A) \). Then

\[
Af(x) = \sum_{i,j=1}^d a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} f(x) + \sum_{k=1}^d b_k(x) \frac{\partial}{\partial x_k} f(x)
\]  

(6.20)

for all \( f \in C^2_c(E) \), and the matrix \( (a_{ij}(x)) \) is of positive type.

A matrix \( a = (a_{ij}) \) is of positive type if for any complex vector \( \zeta \in \mathbb{C}^d \) it holds

\[
\langle a \zeta, \bar{\zeta} \rangle = \sum_{i,j=1}^d a_{ij} \zeta_i \bar{\zeta}_j \geq 0.
\]

However, the operator \( A \) needs not to be elliptic, since the matrix \( a \) may be singular.

Proof. The idea is that in our assumptions, \( A \) is a local operator such that the maximum principle holds; we aim to prove that the operator \( A \) can be at most of second order. Let \( f \in C^2_c(\mathbb{R}^d) \) be such that \( f \) and its first and second derivatives vanishes in \( x \); we claim that \( Af(x) = 0 \). This implies that \( Af(x) \) is of the form (6.20) for certain real numbers \( a_{ij}(x) \), \( b_k(x) \) (since if \( A \) would involve higher order derivatives, they will give a non zero contribution to \( Af(x) \)); further, with no loss of generality we can assume that the \( a_{ij} \) are symmetric.

Let us prove the claim. Let \( g \in C^2_c(E) \) be such that \( g(y) \geq 0 \) and \( g(y) = |y-x|^2 \) in a neighbourhood of \( x \); for \( \varepsilon > 0 \) let \( U_\varepsilon(x) \) be a small ball surrounding \( x \) such that

\[
y \in U_\varepsilon(x) \implies |f(y)| \leq \varepsilon g(y).
\]

Using (6.19) we have

\[
Af(x) = \lim_{t \downarrow 0} \frac{1}{t} \int f(y)p(t,x,dy) = \lim_{t \downarrow 0} \frac{1}{t} \int_{U_\varepsilon(x)} f(y)p(t,x,dy) \leq \lim_{t \downarrow 0} \frac{1}{t} \int_{U_\varepsilon(x)} \varepsilon g(y)p(t,x,dy) = \varepsilon Ag(x).
\]

Since \( \varepsilon \) is arbitrary, the claim \( Af(x) = 0 \) follows.

Now if \( f \in C^2_c(E) \) and \( f(x) = 0 \) then the positivity of the semigroup implies

\[
Af^2(x) = \lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}[T_t f^2(x)] \geq 0.
\]

On the other hand, formula (6.20) together with \( f(x) = 0 \) implies

\[
Af^2(x) = \sum_{i,j=1}^d a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} f^2(x) + \sum_{k=1}^d b_k(x) \frac{\partial}{\partial x_k} f^2(x)
\]

\[
= 2 \sum_{i,j=1}^d a_{ij}(x) \frac{\partial}{\partial x_i} f(x) \frac{\partial}{\partial x_j} f(x).
\]
Then, since we can choose \( \xi_i = \frac{\partial}{\partial x_i} f(x) \) to be arbitrary real numbers, and since \( a(x) \) is a real, symmetric matrix, it follows that it is of positive type.

\[
\frac{\partial}{\partial x_i} f(x) = b_i(x) \quad \text{(the drift coefficients)}
\]

\[
\frac{\partial^2}{\partial x_i \partial x_j} f(x) = a_{ij}(x) \quad \text{(the diffusion coefficients)}.
\]

**Proposition 6.23.** Given a Markov process associated to a (conservative) transition semigroup \( \{T_t\} \) with infinitesimal generator \( A \) such that \( C^2_c(E) \subset D(A) \), assume that condition (6.19) holds. Assume further that, for \( x \in E \), the following limits exist for arbitrary \( R > 0 \):

\[
\lim_{t \downarrow 0} \frac{1}{t} \int_{B_R(x)} (y_i - x_i) p(t, x, dy) = b_i(x) \quad \text{(the drift coefficients)}
\]

\[
\lim_{t \downarrow 0} \frac{1}{t} \int_{B_R(x)} (y_i - x_i)(y_j - x_j) p(t, x, dy) = a_{ij}(x) \quad \text{(the diffusion coefficients)}.
\]

Then these limits identify the infinitesimal generator \( A \) in (6.20) for all \( f \in C^2_c(E) \).

**Proof.** Using (6.19) we get

\[
\lim_{t \to 0^+} \frac{1}{t} [T_t f(x) - f(x)] = \lim_{t \to 0^+} \frac{1}{t} \int p(t, x, dy)(f(y) - f(x)) = \lim_{t \to 0^+} \frac{1}{t} \int_{B_R(x)} p(t, x, dy)(f(y) - f(x)).
\]

Using second order Taylor’s formula for \( f \)

\[
f(y) = f(x) + \sum_{k=1}^d (y_k - x_k) \frac{\partial}{\partial x_k} f(x) + \frac{1}{2} \sum_{i,j=1}^d (y_i - x_i)(y_j - x_j) \frac{\partial^2}{\partial x_i \partial x_j} f(x) + o(|x - y|^2)
\]

we obtain

\[
\lim_{t \to 0^+} \frac{1}{t} [T_t f(x) - f(x)] = Af(x) + \lim_{t \to 0^+} \frac{1}{t} \int_{B_R(x)} p(t, x, dy) o(|x - y|^2).
\]

This last limit equals zero, since

\[
\max_{t \to 0^+} \frac{1}{t} \int_{B_R(x)} p(t, x, dy) o(|x - y|^2)
\]

\[
\leq \max_{t \to 0^+} \frac{o(R^2)}{R^2} \frac{1}{t} \int_{B_R(x)} p(t, x, dy) |x - y|^2 = \frac{o(R^2)}{R^2} \sum_{i=1}^d a_{ii}(x)
\]

which concludes the proof, since \( R \) is arbitrary.

\[
\frac{\partial}{\partial x_i} f(x) = b_i(x) \quad \text{(the drift coefficients)}
\]

\[
\frac{\partial^2}{\partial x_i \partial x_j} f(x) = a_{ij}(x) \quad \text{(the diffusion coefficients)}.
\]

**Remark 6.24.** The drift and diffusion coefficients can be interpreted heuristically in the following manner: if \( d = 1 \), then for \( f(x) = x \) we obtain from (6.7)

\[
\mathbb{E}[X_t - x] = tb(t) + o(t)
\]
while for \( g(x) = x^2 \),
\[
\mathbb{E}[(X_t - x)^2] = t a(x) + o(t)
\]
as \( t \downarrow 0 \). In other words, the drift \( b(x) \) measures locally the mean velocity of the random movement modeled by \( X \), and \( a(x) \) approximates the rate of change in the covariance matrix of the vector \( X_t - x \), for small values of \( t > 0 \).

Needless to say, the assumptions of the above proposition are rather restrictive. It is possible to apply it to Brownian motion (which is the standard example for almost every proposition in the course) but we were not able to give a different example, with a stochastic process of some interest in the applications.

We next state the important Dynkin-Kinney theorem. This result shows that the above condition (6.19) implies continuity of the trajectories for the associated Markov process.

**Theorem 6.25.** Assume that \( p(t, x, \Gamma) \) is a transition probability function such that condition (6.19) holds. Then there exists a Markov process associated to \( p \) with continuous trajectories a.s.

For reason of space we will not prove the result, but we give a reference to the book of Ventsel [Ve83, Theorem 9.1.1].

### 6.5 Diffusions

The term *diffusion* is associated with the class of continuous Markov processes which can be characterized in terms of their infinitesimal generator.

**Definition 6.26.** A **diffusion process** associated to a differential operator \( A_0 \)
\[
\sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} f(x) + \sum_{k=1}^{d} b_k(x) \frac{\partial}{\partial x_k} f(x)
\]
is a stochastic process \( X = \{ X_t, \ t \geq 0 \} \) such that
1. is Feller,
2. trajectories are continuous, and
3. \( C^2_c(E) \subset D(A) \) and \( Af = A_0 f, \ f \in C^2_c(E) \).

Recall that we have already proved that a Feller process with (right-) continuous paths has the strong Markov property. In literature it is sometimes required this property at point 1.; also, there are different requirements also the other points: for instance, Ikeda and Watanabe states 3. in the martingale form
\[
f(X^x(t)) - f(x) - \int_0^t (Af)(X^x_s) \, ds
\]
is a \( \mathbb{P} \)-martingale for every \( f \in D(A) \) and \( x \in E \).
Harmonic functions and Dirichlet problem

In this lecture we shall go into some model problems as examples of the important links connecting probability theory and functional analysis.

Solutions to several classes of problems in partial differential equations, both in the elliptic as in the parabolic case, can be represented as expected values of specific stochastic processes (which are, usually, solutions to suitable stochastic equations). Such representations allow to study properties of solutions by means of stochastic analysis; however, also the converse holds. As we have seen in Section 6.2, diffusion processes are defined in terms of their infinitesimal generator.

In classical potential theory, a number of interesting problems had their origin in electromagnetism. In this lecture we concentrate on harmonic functions. These are naturally related to Brownian motion. In particular, we will study the Dirichlet problem: find a function $u$ harmonic in a domain $D$, continuous up to the boundary, with given boundary values $f \in C(\partial D)$.

7.1 Preliminaries

For this lecture we take $E = \mathbb{R}^d$, $d \geq 1$. A domain $D \subset E$ is a nonempty, connected open set; $\partial D$ will denote its boundary and $\bar{D}$ its closure. To begin with, we generalize some results from Section 5.5.

Throughout this lecture we consider the canonical Brownian motion $B_t$ with values in $\mathbb{R}^d$, defined on the canonical stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \{\mathbb{P}_x, \ x \in \mathbb{R}^d\}$, where $\Omega = C([0,+\infty; \mathbb{R}^d)$, compare also with Section 3.2.

To define this canonical Brownian motion, we begin with a family of Brownian motions $\{\bar{B}_t^x, \ t \geq 0\}$, starting from $x \in \mathbb{R}^d$, with values in $\mathbb{R}^d$, defined on some stochastic basis $(\bar{\Omega}, \bar{\mathcal{F}}, \{\bar{\mathcal{F}}_t, \ t \geq 0\}, \bar{\mathbb{P}})$.

Then we note that $\Omega = C([0,+\infty; \mathbb{R}^d)$ is a complete separable metric space endowed with the metric $d$,

$$d(\omega_1, \omega_2) = \sum_{n \geq 1} \frac{1}{2^n} \frac{\sup_{x \in [0,n]} |\omega_1(x) - \omega_2(x)|}{1 + \sup_{x \in [0,n]} |\omega_1(x) - \omega_2(x)|}, \quad \omega_1, \omega_2 \in \Omega.$$ 

$\mathcal{F}$ denotes the Borel $\sigma$-algebra of $\Omega$. Moreover, we introduce the canonical process

$$B_t(\omega) = \omega(t), \quad t \geq 0, \ \omega \in \Omega.$$ (7.1)
We complete the $\sigma$-algebra $\sigma(B_s, s \in [0,t])$ and we obtain the $\sigma$-algebra $\mathcal{F}_t$, $t \geq 0$. The filtration $\{\mathcal{F}_t\}$ satisfies the standard assumptions.

It is not difficult to show that, for each $x \in \mathbb{R}^d$, $\bar{B}_x = \{\bar{B}_x^t, t \geq 0\}$ is a measurable mapping from $(\Omega, \mathcal{F})$ into $(\Omega, \mathcal{F})$, i.e., for each $\omega \in \Omega$, we have: $\bar{B}_x^t(\omega) = f(t)$, where $f(t) = B_1(t)$, $t \geq 0$.

Define the probability measures $\mathbb{P}^x$, $x \in \mathbb{R}^d$, as the image measures of $\bar{P}$ under the application $\bar{B}_x$, i.e.,

$$\mathbb{P}^x(A) = \mathbb{P}(\omega \in \bar{\Omega} : \bar{B}_x^t(\omega) \in A), \quad A \in \mathcal{F}.$$  

We also set $\mathbb{P}^0 = \mathbb{P}$. The measure $\mathbb{P}$ is called the Wiener measure. We have $\mathbb{P}^x(\omega(0) = x) = 1$, i.e. $\mathbb{P}^x$ is concentrated on the paths leaving from $x$. Note that on $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P}^x)$ the canonical process given in (7.1) is a Brownian motion starting from $x$. Finally the expectation with respect to $\mathbb{P}^x$ will be indicated by $E^x$.

Next we will generalize some results from Section 5.5. For a domain $D \subset \mathbb{R}^d$, we introduce the first exit time

$$\tau_D(\omega) = \inf\{t \geq 0 : B_t(\omega) = \omega(t) \in D^c\}.$$  

If \{\} = $\emptyset$, then we set $\tau_D(\omega) = +\infty$.

**Problem 7.1.**

(i) Show that, for any $A \in \mathcal{F}$, the mapping: $x \mapsto \mathbb{P}^x(A)$ is Borel measurable.

(ii) Let $\{B_t, t \geq 0\}$ a canonical $d$-dimensional Brownian motion. Let $\Gamma \subset \mathbb{R}^d$ be a closed set and $\tau$ be the first hitting time of $\Gamma$:

$$\tau(\omega) = \tau_{\Gamma^c}(\omega) = \begin{cases} \inf\{t > 0 : B_t(\omega) \in \Gamma\} \\ +\infty, \text{ if } \{\cdot\} = \emptyset. \end{cases}$$  

Show that $\tau$ is a stopping time with respect to the filtration $\{\mathcal{F}_t\}$.

The next result shows in particular that, for any bounded domain $D$, $\tau_D$ is finite a.s.

**Proposition 7.1.** For a bounded domain $D \subset \mathbb{R}^d$, it holds

$$\sup_{x \in D} E^x[\tau_D] < \infty. \quad (7.2)$$  

**Proof.** Let $x \in D$. We first reduce the problem to a simpler one, where we can appeal to the strong markov property of Brownian motion. For every $T \in \mathbb{N}$, it holds

$$\{\tau_D > T\} \subset \bigcap_{n=1}^T \{B_n \in D\}.$$  

If we compute $\mathbb{P}^x(B_1 \in D)$, $x \in D$, we obtain the upper bound

$$\sup_{x \in D} \mathbb{P}^x(B_1 \in D) = \sup_{z \in D} \int_{D} \frac{1}{\sqrt{2\pi}} \exp(-|z-y|^2/2) \, dy := \theta < 1$$  

although it is possible to actually compute $\theta$, it is sufficient to use the bound $\theta < 1$ that is a consequence of the boundedness of $D$. Next, if we consider the case $T = 2$.
\[ P^x(B_1 \in D, B_2 \in D) = \mathbb{E}^x[\mathbb{E}^x(\mathbf{1}_D(B_1) \mathbf{1}_D(B_2 - B_1 + B_1) | \mathcal{F}_1)] = \mathbb{E}^x[\mathbf{1}_D(B_1) \mathbb{E}^{\mathbf{1}_D(B_2 - B_1 + y) | y = B_1}] = \mathbb{E}^x[\mathbf{1}_D(B_1) \mathbb{E}^{B_1}[\mathbf{1}_D(B_1')] \leq \theta^2 \]

where we use the homogeneity of the Brownian motion: \( B'_t = B_t - B_1 \) is independent from \( \mathcal{F}_1 \) and \( B' \) is again a standard Brownian motion, and the uniform bound proved above. We obtain by induction that

\[ \mathbb{P}^x \left( \bigcap_{n=1}^T \{ B_n \in D \} \right) \leq \theta^T. \]

We use then a little trick for the mean value of random variables: if \( X \) is nonnegative, then \( \mathbb{E}[X] \leq \sum_{j=0}^{\infty} \mathbb{P}(X > j) \); it follows

\[ \mathbb{E}^x[\tau_D] \leq \sum_{T=0}^{\infty} \mathbb{P}^x(\tau_D > T) \leq \sum_{T=0}^{\infty} \theta^T = \frac{1}{1 - \theta} < \infty. \]

Since \( \theta \) is independent from \( x \), also the above estimate remains true taking the supremum as \( x \) varies in \( D \).

\[ \square \]

Since in the above definition of \( \tau_D \) we take the infimum on all times \( t > 0 \), it is not clear what happens when \( x \in \partial D \). Actually it could well be \( \tau_D > 0 \) if the trajectory enters immediately \( D \) and leaves only after some times.

**Definition 7.2.** We say that a point \( a \in \partial D \) is **regular** if \( \mathbb{P}^a(\tau_D = 0) = 1 \).

Then, we call **irregular** every point \( a \in \partial D \) that is not regular, i.e., if \( \mathbb{P}^a(\tau_D = 0) < 1 \); for the sake of completeness, we remark that by Blumenthal’s zero-or-one law\(^2\) if a point \( a \) is irregular then necessarily it holds \( \mathbb{P}^a(\tau_D = 0) = 0 \).

The following result concerns regularity of points in the one dimensional case.

---

\( ^1 \) exercise: convince yourself of this estimate, by taking a random variable with density \( f(x) \), \( x \geq 0 \), and actually writing the expectation of \( X \):

\[ \mathbb{E}[X] = \int_0^\infty x f(x) \, dx = \int_0^\infty \int_y^\infty f(x) \, dx \, dy \leq \sum_{n=0}^{\infty} \int_n^{n+1} \mathbb{P}(X > y) \, dy \]

\( ^2 \) Suppose that \( B \) is a Brownian motion defined on a stochastic basis \((\Omega, \mathcal{F}, \{ \mathcal{F}_t, \ t \geq 0 \}, \mathbb{P})\), satisfying the standard assumptions. The \( \sigma \)-field \( \mathcal{F}_0 \) coincides with \( \bigcap_{t > 0} \mathcal{F}_t \) contains the events which happen instantaneously, i.e., those events whose occurring can be stated ad arbitrary time \( t > 0 \).

Then this \( \sigma \)-field is trivial, i.e., for any \( A \in \mathcal{F}_0 \) either one has \( \mathbb{P}(A) = 0 \) or \( \mathbb{P}(A) = 1 \). This result is known as **Blumenthal 0-1 law**; for a proof, we refer to Chung [Ch82]. In fact, more generally, we have:

**Theorem 7.3.** Assume that \( \{ B_t \} \) is a Brownian motion. Setting \( \mathcal{F}_t^s = \sigma(B_u, s \leq u < t) \) and \( \mathcal{F}_t^+ = \bigwedge_{t > s} \mathcal{F}_t^s \), then \( \mathcal{F}_t^+ \) is trivial.
Proposition 7.4. With probability 1, a real Brownian motion \( \{B_t, t \geq 0\} \) (starting from 0) changes sign infinitely often on every interval \([0, \varepsilon]\), \(\varepsilon > 0\).

Proof. Let \(\tau\) be the first hitting time for \((0, \infty)\) and, similarly, \(\tau'\) be the first hitting time for \((-\infty, 0)\). Both \(\tau\) and \(\tau'\) are stopping times (we use the assumption that the filtration \(\{F_t\}\) satisfies the standard assumptions); further, the symmetry of Brownian motion implies that \(P(\tau = 0) = P(\tau' = 0)\) and this value shall be equal to 0 or 1 by Blumenthal’s 0-1 law (Theorem 7.3), since the events \(\{\tau = 0\}\) and \(\{\tau' = 0\}\) both belong to \(F_0\). If it were 0, it should be \(P(B_t = 0, \forall t \in [0, \varepsilon]) = 1\), hence almost surely trajectories of \(B_t\) have a derivative in \(t = 0\), which is not. But then it must hold \(P(\tau = 0) = P(\tau' = 0) = 1\), hence for every \(\omega\) there exist two sequences of times \(s_n, t_n \to 0\) such that \(B_{s_n} < 0, B_{t_n} > 0\) for every \(n > 0\).

Let \(D = (a, b)\) be an interval of the real line; then almost surely trajectories starting from \(a\) (and \(b\)) enters instantaneously in \(D^c\). We have thus proved the following

Corollary 7.5. In the one dimensional case, every point \(a \in \mathbb{R}\) is regular.

For every \(r > 0\) we denote \(D_r\) the open ball of \(\mathbb{R}^d\), \(d \geq 2\), centered in the origin with radius \(r\) and \(D_r(x) = x + D_r\). On the boundary \(\partial D_r = \{x \in \mathbb{R}^d : |x| = r\}\) we consider the surface measure \(\lambda_r := \lambda_{\partial D_r}\); the surface area of \(\partial D_r\) is \(S_r = s_d r^{d-1}\) (for a constant \(s_d = \frac{2\pi^{d/2}}{\Gamma(d/2)}\) depending only on the dimension \(d\)) and the volume of \(D_r\) is \(V(D_r) = c_d r^d\).

We recall below an identity concerning the Lebesgue integral of a function \(f\) on a ball \(D_r(x)\) and the integral of \(f\) on the surfaces \(x + \partial D_r\):

\[
\int_{D_r(x)} f(y) \, dy = \int_{0}^{r} \int_{x + \partial D_r} f(y) \lambda_r(dy) \, dr. \tag{7.3}
\]

The exit time from the ball \(D_r\) of radius \(r\) will be denoted by \(\tau_r = \tau_{D_r}\).

Proposition 7.6. For a canonical Brownian motion \(B\) starting from the origin, the random variables \(\tau_r\) and \(B(\tau_r)\) are independent. Furthermore, \(B(\tau_r)\) is uniformly distributed on \(\partial D_r\).

Proof. Let \(\theta\) be a rotation in \(\mathbb{R}^d\) and \(\Theta\) be the corresponding mapping on \(\Omega\), given by \((\Theta \omega)(t) = \theta(\omega(t))\). Since \(\theta\) preserves distances, it is clear that

\[
\tau_r(\omega) = \tau_r(\Theta \omega).
\]

Now we claim that continuity of paths implies

\[
B(\tau_r) \in \partial D_r \text{ on } \{\tau_r < \infty\}.
\]

Let \(A \subset \partial D_r\) and define the event

\[
A = \{\omega : \tau_r(\omega) \leq t, B(\tau_r(\omega))(\omega) = \omega(\tau_r(\omega)) \in A\} \tag{7.4}
\]

and the “rotation” of \(A\)
\[ \Theta^{-1}A = \{ \omega : \tau_r(\Theta \omega) \leq t, (\Theta \omega)(\tau_r(\Theta \omega)) = \theta(\omega(\tau_r(\Theta \omega))) \in A \} \]

which is equal to
\[ \Theta^{-1}A = \{ \omega : \tau_r(\omega) \leq t, \omega(\tau_r(\omega)) \in \theta^{-1}A \}. \quad (7.5) \]

We claim the identity
\[ \mathbb{P}(A) = \mathbb{P}(\Theta^{-1}A) \]

which is a consequence of the following fact

the process \( B_t(\Theta \omega) \) is again a Brownian motion starting from 0 \( \quad (7.6) \)

(this follows by the symmetry of the Gaussian measure in \( \mathbb{R}^d \)). Using formulae (7.4) and (7.5) we obtain
\[ \mathbb{P}(\tau_r \leq t, B(\tau_r) \in A) = \mathbb{P}(\tau_r \leq t, B(\tau_r) \in \theta^{-1}A) \quad (7.7) \]

For fixed \( t \), the left hand side defines a measure \( \mu(A) \) on the sphere \( \partial D_r \) that is rotation invariant, thanks to the arbitrariness of \( \theta \) on the right hand side. Thus \( \mu(A) \) must coincide, up to a scalar factor, with the surface measure on \( \partial D_r \)
\[ \frac{1}{s_d t^{d-1}} \lambda_r(A) \]

and the identity \( \mu(\partial D_r) = \mathbb{P}(\tau_r \leq t) \) implies that this number is the required scalar factor, hence
\[ \mathbb{P}(\tau_r \leq t, B(\tau_r) \in A) = \frac{1}{s_d t^{d-1}} \lambda_r(A) \mathbb{P}(\tau_r \leq t). \]

We obtain from this formula, at once, that \( \tau_r \) and \( B(\tau_r) \) are independent and that
\[ \mathbb{P}(B(\tau_r) \in A) = \frac{1}{s_d t^{d-1}} \lambda_r(A) \]

which concludes the proof.

\[ \square \]

The above construction implies that the measure
\[ \mu_r(dx) = \mathbb{P}(B(\tau) \in dx) = \frac{1}{s_d t^{d-1}} \lambda_r(dx) \]

is a probability measure on \( \partial D_r \). In terms of this measure, we obtain the following average-on-sphere property for the Brownian motion
\[ \int_{\partial D_r} f(y) \mu_r(dy) = \int_{\partial D_r} f(y) \mathbb{P}(B(\tau) \in dy) = \mathbb{E}[f(B(\tau_D))] . \quad (7.8) \]
7.2 Harmonic functions

We record the classical definition of harmonic functions in a domain $D$.

**Definition 7.7.** A function $u$ on $D$ is harmonic if it belongs to $C^2(D)$ (the class of twice continuously differentiable functions on $D$) and

$$\Delta u = \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} u(x) = 0 \quad \text{in } D.$$

As we shall see in the following, an harmonic function necessarily belongs to the class $C^\infty(D)$ and it possesses the averaging property. It is this property that allows Brownian motion to enter into play.

**Definition 7.8.** We say that a function $u : D \to \mathbb{R}$ possesses the sphere-averaging property if for every $x \in D$ and $r > 0$ such that $x + \bar{D}_r \subset D$ it holds

$$u(x) = \frac{1}{s_d r^{d-1}} \int_{B_D r} u(x + y) \lambda_r(dy).$$

The equivalence between harmonic property of Definition 7.7 and sphere-averaging property of Definition 7.8 is well known in potential theory. In the following result we give a short (probabilistic) proof of one implication.

**Proposition 7.9.** Assume that $u : D \to \mathbb{R}$ is an harmonic function; then $u$ verifies the averaging property.

**Proof.** Let $x \in D$ and $r > 0$ be such that $x + \bar{D}_r \subset D$. Arguing as in Theorem 6.14 we have that for given $f \in C^2_c(\mathbb{R}^d)$ the process

$$h(t) = f(B_t) - f(x) - \frac{1}{2} \int_{0}^{t} \Delta f(B_s) \, ds \quad (7.9)$$

is a martingale with respect to the filtration $\{\mathcal{F}_t\}$ under the measure $\mathbb{P}^x$, for each $x \in \mathbb{R}^d$.

We claim that for $u \in C^2(D)$ there exists an extension $\bar{f} \in C^2(\mathbb{R}^d)$ such that $\bar{f} \equiv u$ on $x + \bar{D}_r$. Using such $\bar{f}$ in (7.9), we get that $h(t)$ (defined above) is a martingale. Hence the stopped process $h(t \wedge \tau_r)$ is again a martingale, see Corollary 4.23, and it verifies

$$h(t \wedge \tau_r) = u(B(t \wedge \tau_r)) - u(x)$$

since the function $\bar{f} \equiv u$ is harmonic in $x + \bar{D}_r$. Further, since $B_0 = x$, $\mathbb{P}^x$-a.s., $\mathbb{E}^x[h(t)] = \mathbb{E}^x[h(0)] = 0$ hence

$$\mathbb{E}^x[u(B(t \wedge \tau_r))] = \mathbb{E}^x[u(B_0)] = u(x);$$

passing to the limit $t \to \infty$, since $\tau_r$ is finite a.s., formula (7.8) yields the thesis.

We do not know a probabilistic verification of the opposite implication. A proof, using classical tools from potential analysis, can be found for instance in Dynkin and Yushkevich [DY69] or Durrett [Du96, page 148].
We show next that an harmonic function is smooth. Let $u : D \to \mathbb{R}$ be harmonic; the above proposition shows that for every $r > 0$ it holds

$$u(x) = \mathbb{E}^x [u(B(\tau_r))] = \frac{1}{|\Omega|^d} \int_{\partial \Omega} u(x + y) \lambda_r(dy)$$

Let $\rho$ be a test function in $C^\infty(\mathbb{E})$ such that $\rho(x) = \rho(|x|), \rho \equiv 0$ for $|x| > \delta$ and $\int \rho(x) dx = 1$. We have then

$$\int_0^\infty \rho(r) |\Omega|^d dr = 1.$$

Now, if $x$ and $\delta$ are such that $x + \bar{D}_\delta \subset D$, it follows from the averaging property that

$$u(x) = \int_0^\infty \left[ \frac{1}{|\Omega|^d} \int_{\partial \Omega} u(x + y) \lambda_r(dy) \right] \rho(r) |\Omega|^d dr$$

hence

$$u(x) = \int_0^\infty \int_{\partial \Omega} u(x + y) \lambda_r(dy) \rho(r) dr = \int_0^\infty \int_{\partial(x + \bar{D}_\delta)} u(y) \rho(|y - x|) \lambda_r(dy) dr$$

which is, thanks to (7.3) and the assumed properties of $\rho$, equal to

$$u(x) = \int_E u(y) \rho(|y - x|) dy. \quad (7.10)$$

**Proposition 7.10.** Given an harmonic function $u : D \to \mathbb{R}$, then $u$ is of class $C^\infty(D)$.

**Proof.** It is sufficient to differentiate $u$ in (7.10); on the right hand side, the function $\rho(|x - y|)$ has continuous and bounded derivatives of all orders and so the same shall hold for the left hand side.

\[\square\]

A lot of examples of harmonic functions are easily constructed. In one dimension, for instance, harmonic functions are just the linear functions.

**Problem 7.2.**

1. Show that $u$ verifies the averaging property if and only if for any $x \in \mathbb{R}^d, r > 0$ it holds

$$u(x) = \frac{1}{V(D_r)} \int_{D_r} u(x + y) dy.$$

2. Show that if $u$ is harmonic, then the same holds for all its partial derivatives of all orders.

3. Show that in dimension $d \geq 3$, every radial harmonic function $u(x) = u(|x|)$ has the form $c_1 |x|^{2-d} + c_2$ for constants $c_1, c_2 \in \mathbb{R}$. These functions are called fundamental radial solutions of the Laplace equation $\Delta u = 0$. Find the same for $d = 2$.

Hint: write (and solve) the Laplace equation in radial coordinates.
7.3 Dirichlet problem

The classical form of Dirichlet problem \((D, f)\) is the following: given a bounded domain \(D \subset \mathbb{R}^d\) and a bounded continuous function \(f : \partial D \to \mathbb{R}\), find a function \(u : \bar{D} \to \mathbb{R}\) which is continuous on \(\bar{D}\), harmonic on \(D\) and equal to \(f\) on the boundary \(\partial D\), i.e.,

\[
\begin{aligned}
\Delta u &= 0 \quad \text{in } D, \\
u &= f \quad \text{in } \partial D.
\end{aligned}
\] (7.11)

Several physical problem can be stated with the above equation; for instance, the stationary temperature of a region whose boundary is maintained at the given temperature \(f\).

Previous sections show that a natural candidate for the solution is given by

\[
u(x) = \mathbb{E}^x[f(B_{\tau_D})], \quad x \in \bar{D}.
\] (7.12)

Let \(D_r\) be a small ball such that \(x + \bar{D}_r \in D\) and \(\tau_r := \tau_{x+D_r}\) be the first exit time from this neighbourhood of \(x\). Then we have, by the strong Markov property

\[
B_t = B_t - B_{\tau_r} + B_{\tau_r} = B'_t + B_{\tau_r}.
\]

The process \(B'_t\) is again a Brownian motion, independent from \(\mathcal{F}_{\tau_r}\), and its paths will exit from \(D\) at its stopping time \(\tau'_D\). We have, by temporal homogeneity

\[
\mathbb{E}^y[f(B_{\tau_D})] = \mathbb{E}^y[f(B'_{\tau'_D})] = u(y)
\]

where the first \(y\) stands for \(B_0 = y\), the second one stands for \(B'_0 = B_{\tau_r} = y\).

Therefore, using the strong Markov property, we have

\[
u(x) = \mathbb{E}^x[f(B(\tau_D))] = \int \mathbb{P}^x(B(\tau_r) \in dy) \mathbb{E}^y[f(B'(\tau'_D))] = \int \mathbb{P}^x(B(\tau_r) \in dy) u(y)
\]

hence \(u\) verifies the sphere-averaging property, compare (7.8), and as a consequence we have that it is harmonic in \(D\); it remains to study the behaviour of \(u(x)\) as \(x\) approaches the boundary \(\partial D\).

In order to prove continuity up to the boundary, we shall characterize those boundary points \(a \in \partial D\) such that

\[
\lim_{x \in D, \ x \to a} \mathbb{E}^x[f(B_{\tau_D})] = f(a)
\] (7.13)

actually holds for every measurable, bounded function \(f : \partial D \to \mathbb{R}\) continuous in \(a\). This characterization will be given in terms of regular points, see Definition 7.2. In general, a domain \(D\) will be called regular if all its boundary points are regular; it will turn out that this definition is consistent with the classical definition of regular domain as “a domain in which the Dirichlet problem \((D, f)\) is solvable for every \(f \in C_b(\partial D)\)”.

The representation (7.12) yields naturally a uniqueness result for the Dirichlet problem \((D, f)\).

**Proposition 7.11.** Assume that

\[
\mathbb{P}^a(\tau_D < \infty) = 1, \quad \forall a \in D.
\] (7.14)

Given a continuous bounded function \(f\) on \(\partial D\), every bounded solution of problem \((D, f)\) has the representation (7.12).
Proof. Take any bounded solution \(u(x)\) of problem \((D, f)\); the idea, as in the proof of Proposition 7.9, is to apply again Theorem 6.14, since \(u\) is harmonic. Let \(D_n\) a sequence of domains invading \(D\)

\[
D_n = \{ y \in D : \inf_{x \in \partial D} |x - y| > 1/n \}.
\]

Then \(u(B(t \wedge \tau_{D_n})) - u(x) = h(t \wedge \tau_{D_n})\) is a martingale and taking expectation we obtain \(E^x[u(B(t \wedge \tau_{D_n}))] = u(x)\) for every \(x \in D_n\).

We pass to the limit as \(t \to \infty\) and \(n \to \infty\), so that \(B(t \wedge \tau_{D_n})\) converges to \(B(\tau_D)\): since on the boundary \(\partial D\) the function \(u\) verifies \(u(B(\tau_D)) = f(B(\tau_D))\) we see that the representation (7.12)

\[
u(x) = E^x[f(B_{\tau_D})]
\]

holds.

\(\square\)

In order to prepare the main existence result for the Dirichlet problem \((D, f)\), we state the following property of regular points.

**Problem 7.3.** If \(a\) is a regular point for \(D\), then for every \(\varepsilon > 0\) it holds

\[
\lim_{x \in D, x \to a} P^x(\tau_D > \varepsilon) = 0.
\]  

(7.15)

**Hint:** If we show that the function \(g(x) = P^x(\tau_D > \varepsilon)\) is upper semicontinuous then we have done (why?). However, the function \(g_\delta(x) = P^x(B_{t \wedge \varepsilon} \in D \forall \delta < s \leq \varepsilon)\) is continuous (use the strong Markov property) and \(g_\delta(x) \downarrow g(x)\)...

**Theorem 7.12.** If \(a\) is a regular point and \(f : \partial D \to \mathbb{R}\) is continuous in \(a\), then the function \(u(x)\) defined in (7.12) satisfies

\[
\lim_{x \in D, x \to a} u(x) = f(a).
\]  

(7.16)

In particular, if \(f : \partial D \to \mathbb{R}\) is a continuous and bounded function, there exists a unique solution to Dirichlet problem \((D, f)\), which is expressed by the representation (7.12).

**Proof.** The starting point is a consequence of the reflection principle for the Brownian motion. For every \(r > 0\), the probability

\[
P^x(\max_{0 \leq t \leq \varepsilon} |B_t - B_0| < r) = P^0(\max_{0 \leq t \leq \varepsilon} |B_t| < r)
\]

is independent from \(x\) and converges to 1 as \(\varepsilon \to 0\). Therefore

\[
P^x(|B(\tau_D) - B(0)| < r) \geq P^x\left(\max_{0 \leq t \leq \varepsilon} |B_t - B_0| < r \cap (\tau_D \leq \varepsilon)\right)
\]

\[
\geq P^0(\max_{0 \leq t \leq \varepsilon} |B_t| < r) - P^x(\tau_D > \varepsilon).
\]

Letting \(x \to a\) from the interior of \(D\), and then letting \(\varepsilon \to 0\), we obtain from (7.15)

\[
\lim_{x \in D, x \to a} P^x(|B(\tau_D) - B(0)| < r) = 1, \quad \forall r > 0.
\]  

(7.17)

From the assumed continuity of \(f\) in \(a\) we obtain the thesis.

\(\square\)
Problem 7.4. Starting from formula (7.17), finish the proof of the theorem.

In the 1-dimensional case Dirichlet problem is always solvable, and the solution is piece-wise linear. This may be proved directly, without mentioning regularity of boundary points. One may wonder if the assumption: $a$ is regular, is strictly necessary. The following result answers affirmatively to the question in dimension $d \geq 2$.

Corollary 7.13. Assume that $a$ is an irregular point; then there exists a function $f : \partial D \to \mathbb{R}$, bounded and continuous, such that, letting $u$ be the harmonic function defined in (7.12), it holds
\[
\min_{x \in D, x \to a} u(x) < f(a).
\]

Proof. Let $f$ be a function on $\partial D$ such that $f(a) = 1$ and $f(x) < 1$ for every $x \neq a$: we can take, for instance
\[
f(x) = (1 - |a - x|) \vee 0.
\]

By assumption $a$ is irregular, while the set $\{a\}$ is polar (see the Addendum to this lecture) for the Brownian motion in 2 dimensions; it follows
\[
\mathbb{P}^a(B(\tau_D) = a) = 0.
\]

Then, since $f < 1$ on $\partial D \setminus \{a\}$, we have
\[
1 > \mathbb{E}^a[f(B(\tau_D))]
\]

Further, if $\tau_r$ is given by $\tau_r = \inf\{t > 0 : |B(t) - B(0)| \geq r\}$ we have, from $\lim_{r \to 0} \mathbb{P}^a(\tau_r < \tau_D) = 1$ and the strong Markov property applied at $\tau_r$, the identity
\[
\mathbb{E}^a[f(B(\tau_D))] = \lim_{r \to 0} \mathbb{E}^a[1_{\{\tau_r < \tau_D\}} u(B(\tau_r))]
\]

but the last quantity is bounded below, as follows
\[
\lim_{r \to 0} \mathbb{E}^a[1_{\{\tau_r < \tau_D\}} u(B(\tau_r))] \geq \lim_{r \to 0} \mathbb{P}^a(\tau_r < \tau_D) \inf_{x \in B(a,r) \cap D} u(x).
\]

Then, collecting the above inequalities, we have the thesis.

Example 7.14. Let us consider the punctured unit ball $D = \{x : 0 < |x| < 1\}$. The origin is a polar set (see the Addendum to this lecture), hence it is irregular for $D$. A Brownian path starting from the origin leaves $D$, almost surely, from the external boundary.

The function $u$ defined as in (7.12) is determined only from the values of $f$ on the external boundary $\{|x| = 1\}$, hence it coincides with the harmonic function
\[
\tilde{u}(x) = \mathbb{E}^x[f(B(\tau_{D,1})] = \mathbb{E}^x[f(B(\tau_D)], \quad x \in D;
\]

on the other hand, since $U$ is a solution of Dirichlet problem $(D, f)$, it must satisfy $u(0) = f(0)$, hence $u$ is continuous in the origin if and only if $\tilde{u}(0) = f(0)$. 

There are different ways of stating conditions for regularity of boundary points $x \in \partial D$. We limit ourselves to consider the case of 2-dimensional domains. We have seen in previous example that an “isolated” point is irregular for the domain $D$; the following construction shows – roughly speaking – that this is a necessary and sufficient condition.

**Proposition 7.15.** Let $D \subset \mathbb{R}^2$, and assume that for every point $a \in \partial D$ there exist a different point $b \neq a$ in $\partial D$ and a simple arc contained in $D^c$ joining $a$ and $b$. Then the domain $D$ is regular.

**Fig. 7.1.** (a): a punctured ball; (b): a ball without a radius; (c): our construction below

For the sake of simplicity, we give the proof in the case when $D$ is the unit ball without a radius $S = \{0\} \times [0,1)$. We claim that every point in $D$ is regular. This is obvious in case $a \in \partial D$ is in the external boundary; then, the way we prove that the origin is regular will show clearly that all to the points of the segment $S$ are such.

We consider a small ball $V$ centered in the origin, with small radius $\eta$; set $T = V \cap S$ and $T_1 = V \cap (\{y = 0\} \setminus S)$ is the reflection of $T$ with respect to the origin; their union is $T_0 = T \cup T_1$. We define the stopping times

$$
\sigma_1 = \inf\{t > 0 : B_t \in T\}, \quad \tau_1 = \inf\{t > 0 : B_t \in T_1\}, \quad \tau_0 = \inf\{t > 0 : B_t \in T_0\}.
$$

Now the proof works as follows. We know – see for instance Proposition 7.4 – that the second component $B_2(t)$ of the Brownian motion $B(t)$ is zero infinitely often in the time interval $[0, \varepsilon]$, for every $\varepsilon > 0$. Therefore, we can choose a sequence $t_n \to 0$ such that $B_2(t_n) = 0$. It remains to prove that, possibly passing to a subsequence, $B_1(t_n) \in T$ with positive probability, and we have done.

The following points will leave to the thesis:

1. $\{\sigma_1 = 0\} \subset \{\tau_D = 0\}$;
2. $\{\tau_0 = 0\} = \{\tau_1 = 0\} \cup \{\sigma_1 = 0\}$;
3. $\mathbb{P}^0(\sigma_1 = 0) = \mathbb{P}^0(\tau_1 = 0)$;
4. $\mathbb{P}^0(\tau_D = 0) \geq \frac{1}{2} \mathbb{P}^0(\tau_0 = 0)$;
5. $\mathbb{P}^0(\tau_0 = 0) \geq \mathbb{P}^D(\sup_{0 \leq t \leq \varepsilon} |B_1(t)| < \eta) > 0$, for any positive $\varepsilon$.

**Problem 7.5.** Complete the above proof, by giving the details of the construction in points (1)–(5).
7.3.1 Existence of a density

In this section we consider the Dirichlet problem in the half-plane \( D = \{(x,y) : x > 0\} \); this domain is easily seen to be regular, so existence and uniqueness of the solution follows from Theorem 7.12. We can go further and prove the existence of an explicit analytic formula for the solution of the Dirichlet problem.

Let \( \{B(t) = (B^1(t), B^2(t)) \), \( t \geq 0 \) \} be a two-dimensional canonical Brownian motion; let \( \tau = \tau_D \) be the first exit time for \( B(t) \) from the domain \( D \), that is

\[ \tau = \inf\{t > 0 : B(t) \notin D\} = \inf\{t > 0 : B^1(t) \leq 0\} \]

and we see that \( \tau \) only depends on the first component of \( B(t) \).

Notice that the exit points from \( D \) have the form \((0, \eta)\). Hence formula (7.12) can be written as

\[ u(x, y) = \mathbb{E}^{(x, y)}[f(B(\tau))] = \mathbb{E}^{(x, y)}[f(B^2(\tau))]. \]

Note that \( \tau \) is \( \mathcal{F}_t \)-measurable and the process \( \{B_2(t), t \geq 0\} \) is independent from \( \mathcal{F}_\tau \) (since \( \tau \) depends only on the first component of \( \{B(t), t \geq 0\} \) and moreover the processes \( \{B^1(t), t \geq 0\} \) and \( \{B^2(t), t \geq 0\} \) are independent). Using also a variant of Lemma 5.2, see for instance [EK86], we get

\[
u(x, y) = \mathbb{E}^{(x, y)}[f(B^2(\tau(\omega), \omega))] = \mathbb{E}^{(x, y)}[\mathbb{E}^{(x, y)}[f(B^2(\tau(\omega), \omega)) | \mathcal{F}_\tau]]
\]

\[
= \mathbb{E}^{(x, y)}[\mathbb{E}^{(x, y)}[f(B^2(s, \omega))]_{s=\tau}] = \mathbb{E}^{(x, y)}\left[ \int_{\mathbb{R}} f(t) \frac{1}{\sqrt{2\pi t}} \exp\left( -\frac{1}{2t}(t-y)^2 \right) dt \right]
\]

where \( \mathbb{P}^{x} \) is a Wiener measure on \( C([0, +\infty], \mathbb{R}) \), \( x \geq 0 \), and

\[ \tau_1(\omega) = \inf\{t > 0 : \omega(t) = 0\}, \quad \omega \in C([0, +\infty], \mathbb{R}). \]

To continue the proof we need to compute the distribution function \( \mathbb{P}^{x}(\tau_1 \leq s) \); notice that the event \( \{\tau_1 \leq s\} \) coincides with the event \( \{\min_{t \leq s} B^1(t) \leq -x\} \), which is (by the symmetry of the Brownian motion) equivalent to \( \{\max_{t \leq s} B^1(s) \geq x\} \); further, the reflection principle implies

\[
\mathbb{P}^{x}(\tau_1 \leq s) = \mathbb{P}(\max_{t \leq s} B^1(t) \geq x) = 2\mathbb{P}(B^1(s) \geq x) = 2 \int_{x}^{\infty} \frac{1}{\sqrt{2\pi s}} e^{-y^2/2s} dy
\]

and the required density function is obtained by taking the derivative of the above expression

\[
\mathbb{P}^{x}(\tau_1 \in ds) = \frac{1}{\sqrt{2\pi s}} \frac{x}{s} e^{-x^2/2s} ds.
\]

Hence, we get

\[
u(x, y) = \int_{\mathbb{R}} f(t) \left( \int_{0}^{\infty} \frac{x}{2\pi s^2} \exp\left( -\frac{1}{2s}((t-y)^2 + x^2) \right) ds \right) dt
\]
using the change of variable \( u = -1/s \)

\[
\int_{\mathbb{R}} f(t) \left( \int_{-\infty}^{0} \frac{x}{2\pi} \exp \left( -\frac{1}{2} (t - y)^2 + xu \right) \, du \right) \, dt \\
= \int_{\mathbb{R}} \frac{1}{\pi} \frac{x}{(y - t)^2 + x^2} f(t) \, dt.
\]

### 7.4 Addendum. Recurrence and transience of the Brownian motion

The following result is concerned with recurrence of Brownian motion. Let \( a \in \mathbb{R}^d \) and consider the passage time \( \tau_{\{a\}} \) from the singleton \( \{a\} \). In the 1-dimensional case, continuity of paths implies that \( \mathbb{P}^{x}(\tau_{\{a\}} < \infty) = 1 \). We say that the 1-dimensional Brownian motion is recurrent.

From classical results, it is known that a random walk – which is a kind of discrete Brownian motion, in a sense that can be made precise – is recurrent in both the 1-dimensional case and the 2-dimensional case, while it is transient in higher dimensions. Here “recurrence” means that the probability of a return in finite time is 1, hence almost every path returns infinitely often on every point, while “transience” means that there is a positive probability of never returns.

In the case of a Brownian motion, recurrence in the two dimensional case is a delicate matter. The results in literature show that the singletons are transient sets; however, if we enlarge them, considering small disks \( D(a, \varepsilon) \) with positive radius \( \varepsilon > 0 \), then these sets are recurrent.

More easily, in dimensions 3 or higher, Brownian motion is transient. Actually, this follows from the 2-dimensional case, since otherwise we obtain an absurd: if the Brownian motion returns infinitely often to the origin in \( \mathbb{R}^d, d \geq 3 \), then its first 2 components should return infinitely often to 0 in dimension 2, which is not the case.

We begin with the observation that in dimension 2, the function \( h(x) = \log |x| \) is harmonic in \( \mathbb{R}^2 \setminus \{0\} \), hence the same holds for \( c_1 + c_2 \log |x| \). For any domain circular domain \( D \) with internal radius \( r \) and external radius \( R \), we can choose \( c_1 \) and \( c_2 \) such that the function \( f \) is zero on the outer boundary and equal to 1 on the inner boundary.

Since \( f \) is harmonic in \( D \), it verifies \( f(x) = \mathbb{E}^{x}[f(B_{\tau_D})] \), so that

\[
f(x) = 1 \cdot \mathbb{P}(|B_{\tau_D}| = r) + 0 \cdot \mathbb{P}(|B_{\tau_D}| = R)
\]

is the probability of escaping from \( D \) through the inner boundary. Some computation shows that

\[
f(x) = \frac{\log(R) - \log(|x|)}{\log(R) - \log(r)}.
\]

As an immediate consequence, we obtain the following.

**Proposition 7.16.** A Brownian motion on the plane has zero probability of hitting a fixed point \( a \) (and never returning to the initial point \( x \)).

We say that a set \( A \) is polar if for any \( x \in \mathbb{R}^d \) it holds \( \mathbb{P}^{x} (\tau_{A^c} < \infty) = 0 \). The above proposition states in particular that in dimension 2 every singleton \( \{a\} \) (and in particular the origin) is a polar set.
Proof. It is clear that we can start from some point $x$ and examine the probability to ever reach 0. Further, for any $r > 0$, we have that the probability of reaching 0 is less or equal than the probability of entering in the ball centered at the origin with radius $r$. But, for arbitrary $0 < r < |x| < R$, the probability of entering in the inner circle before reaching the outer one tends to 0 as $r \to 0$ for fixed $R$.

If the particle starts from $x$, it will certainly reach the level $|x| + 1$ before reaching 0, then it will reach the level $|x| + 2$ before reaching 0, then it will reach the level $|x| + 3$ and so on. But the motion is continuous, then it takes an infinite time to reach each of the infinite levels $\{|x| + n, n \in \mathbb{N}\}$, and the particle shall pass through each of them before reaching 0: so it will never return to the origin.

$\square$
Stochastic Integration
In this chapter $H$ is a real separable Hilbert space, endowed with a scalar product $\langle \cdot, \cdot \rangle$ and norm $| \cdot |$, $\mathcal{B}(H)$ stands for the $\sigma$-algebra of Borel subsets of $H$, $L(H)$ is the space of linear continuous operators from $H$ into $H$ endowed with the operatorial norm $\| \cdot \|$.

After some preliminary results, we introduce the concept of Gaussian measure on $(H, \mathcal{B}(H))$. Then, we shall consider the white noise operator, which is a central element of our future analysis.

Throughout this lecture we also define basic probabilistic concepts in the Hilbert space setting. Many of these concepts were already introduced in the finite dimensional case treated in the initial lectures.

8.1 Preliminaries

Let $\mathcal{M}(H)$ denote the set of all probability measures on $(H, \mathcal{B}(H))$. Recall that $\mu$ is a Borel probability measure if $\mu$ is a Borel positive measure with $\mu(H) = 1$. Our next results show that, also in the infinite dimensional case, any measure $\mu \in \mathcal{M}(H)$ is regular and it is possible to use compact sets in the approximation result.

**Proposition 8.1.** Let $\mu \in \mathcal{M}(H)$. Then for any Borel set $B \in \mathcal{B}(H)$ we have

$$
\mu(B) = \inf \{ \mu(A) : A \text{ open } \supset B \} = \sup \{ \mu(C) : C \text{ closed } \subset B \}.
$$

Actually, the proof shows that this result still holds, in more generality, assuming only that $H$ is a metric space with distance $d$ and endowed with the Borel $\sigma$-field $\mathcal{B}$.

**Proof.** Let us define the class of sets $\mathcal{K} = \{ B \in \mathcal{B}(H) : (8.1) \text{ holds} \}$. The proof will consist of the following steps

1. $\mathcal{K}$ is a $\sigma$-field.
2. $\mathcal{K}$ contains the open sets of $H$.

Of course, $\mathcal{K}$ contains $H$ itself; further, if $B \in \mathcal{K}$, then $B^c$ belongs to $\mathcal{K}$. Let us now prove that $\mathcal{K}$ is closed under a countable union of sets. Let $\{B_n, n \in \mathbb{N}\} \subset \mathcal{K}$ and fix $\varepsilon > 0$; we have to show that there exist a closed set $C$ and an open set $A$ such that
C ⊂ ∪_{n} B_n ⊂ A, \quad \mu(A \setminus C) \leq \varepsilon.

It holds, for each \( n \in \mathbb{N} \), that there exist \( C_n \) closed, \( A_n \) open sets such that

\[ C_n \subset B_n \subset A_n, \quad \mu(A_n \setminus C_n) \leq \varepsilon \frac{1}{2^{n+1}}. \]

Setting \( A = \bigcup_{n} A_n \) and \( S = \bigcup_{n} C_n \) we obtain that

\[ S \subset \bigcup_{n} B_n \subset A \quad \text{and} \quad \mu(A \setminus S) \leq \varepsilon / 2. \]

However, \( A \) is open but \( S \) is not necessarily closed. We then consider its approximations \( S_k = \bigcup_{n} C_n \): \( S_k \) is closed as a finite union of closed sets and converges to \( S \), hence \( \mu(S_k) \to \mu(S) \) and there is \( k = k_{\varepsilon} \) such that \( C := S_k \) verifies \( \mu(S \setminus C) \leq \varepsilon / 2 \), so that

\[ C \subset S \subset \bigcup_{n} B_n \subset A, \quad \mu(A \setminus C) \leq \varepsilon. \]

To prove that each open set \( A \) belongs to \( K \), we need to construct a sequence of closed sets \( C_n \) such that \( C_n \subset A \) and \( \mu(A \setminus C_n) \to 0 \) as \( n \to \infty \). It is easily seen that it is sufficient to take the following definition:

\[ C_n = \{ x \in H : d(x, A^c) \geq \frac{1}{n} \} \]

where \( d(x, A^c) \) is the distance from \( x \) to the complementary set \( A^c \) of \( A \).

\[ \Box \]

**Proposition 8.2.** Let \( \mu \in \mathcal{M}(H) \). Then for arbitrary \( \varepsilon > 0 \), there exists a compact set \( K_{\varepsilon} \) such that \( \mu(H \setminus K_{\varepsilon}) < \varepsilon \).

**Proof.** In the finite dimensional case, the previous proposition implies that we can take a bounded closed set \( C \) such that \( \mu(H \setminus C) \leq \varepsilon \): since closed and bounded sets are compact, the proof is complete.

In the infinite dimensional case, we use that totally bounded sets are relatively compact; we recall that a set \( S \) is totally bounded if for any \( \varepsilon \) there exists a covering of \( S \) given by a finite number of balls of radius \( \varepsilon \); see for instance *Dunford and Schwartz* [DS88].

Let us fix a basis \( \mathcal{A} = \{ a_j, \ j \in \mathbb{N} \} \) in \( H \) (more generally, it would be enough to take as \( \mathcal{A} \) a countable dense set in \( H \)). For any \( k \in \mathbb{N} \) there exists \( m = m_k \) such that

\[ F_k = \bigcup_{j=1}^{m_k} \bar{B}(a_j, \frac{1}{k}) \]

verifies \( \mu(F_k) \geq 1 - 2^{-k} \varepsilon \). Define

\[ F = \bigcap_{k=1}^{\infty} F_k. \]

\( F \) is totally bounded by construction, hence it is relatively compact, and it is closed (as it is an intersection of closed sets), which means that \( F \) is compact. Further,
\[
\mu(F^c) = \mu\left(\bigcup_{k=1}^{\infty} F_k^c\right) \leq \sum_{k=1}^{\infty} 2^{-k} \varepsilon < \varepsilon.
\]

\[\square\]

We are going to introduce the (finite dimensional) projections in \( H \). Let \( \{e_k\} \) be a complete orthonormal basis in \( H \); define \( P_n : H \to P_n(H) \), for each \( n \in \mathbb{N} \), setting

\[
P_n x = \sum_{k=1}^{n} \langle x, e_k \rangle e_k, \quad x \in H.
\]

(8.2)

Notice that \( P_n x \to x \) as \( n \to \infty \), for each \( x \in H \).

Given a probability measure \( \mu \in \mathcal{M}(H) \), we denote by \( \mu_n \) the image measure of \( \mu \) on \( P_n(H) \) induced by the transformation \( P_n \), i.e., \( \mu_n = P_n \circ \mu \),

\[
\mu_n(B) = \mu(P_n^{-1}(B)), \quad B \in \mathcal{B}(P_n(H)).
\]

The following result still concerns uniqueness of a probability measure.

**Proposition 8.3.** Let \( \mu, \nu \in \mathcal{M}(H) \) be such that

\[
\mu_n = \nu_n \text{ for each } n \in \mathbb{N}.
\]

Then \( \mu = \nu \).

**Problem 8.1.** Provide a complete proof of Proposition 8.3.

**Trace class operators**

Take a linear operator \( Q \) from \( H \) into \( H \), symmetric and non-negative, i.e., \( Q \) verifies

\[
\langle Qx, y \rangle = \langle x, Qy \rangle, \quad \langle Qx, x \rangle \geq 0, \quad \forall \ x, y \in H.
\]

We shall denote \( L^+(H) \) the class of such operators. A special case, of some interest for us is played by the **trace class operators**

\[
L_1^+(H) = \{Q \in L^+(H) : \text{Tr}(Q) < \infty\},
\]

where the trace of \( Q \) is

\[
\text{Tr}(Q) = \sum_{k=1}^{\infty} \langle Qe_k, e_k \rangle
\]

for a complete orthonormal system \( \{e_k\} \) in \( H \). If \( \text{Tr}(Q) < \infty \), then its value is independent from the given system \( \{e_k\} \). In particular, trace class operators are compact, and the trace of \( Q \) is the sum of all eigenvalues repeated according to their multiplicity.
Random variables

Let $H$ and $E$ be separable Hilbert spaces, $\mu \in M(H)$ be a probability measure on the space $(H, \mathcal{B}(H))$; set $\mathcal{E} = \mathcal{B}(E)$.

By a random variable with values in the space $(E, \mathcal{E})$ we mean a measurable mapping $X : H \to E$ such that

$$ A \in \mathcal{E} \implies X^{-1}(A) \in \mathcal{B}(H). $$

The probability measure $L(X) := X \circ \mu$ induced by $X$ on $E$ is denoted by $X \circ \mu$,

$$(X \circ \mu)(A) = \mu(X^{-1}(A)), \quad A \in \mathcal{E}. $$

The measure $X \circ \mu$ is said to be the law of the random variable $X$.

We recall the change of variables formula. Let $\varphi$ be a real bounded Borel mapping $\varphi : E \to \mathbb{R}$; then

$$ \int_H \varphi(X(\omega)) \mu(d\omega) = \int_E \varphi(x) (X \circ \mu)(dx). $$

Independence of random variables $X_1, \ldots, X_n$ holds if the law of the vector $(X_1, \ldots, X_n)$ coincides with the measure product of the laws $X_1, \ldots, X_n$:

$$ L(X_1, \ldots, X_n) = L(X_1) \times \cdots \times L(X_n). $$

In general, a family of random variables $\{X_\alpha, \alpha \in T\}$ indexed by some set $T$, is said to be independent if any finite subset of the family is independent.

**Definition 8.4.** Let $\mu$ be a probability measure on $(H, \mathcal{B}(H))$; we define the mean of $\mu$ (if it exists) as the vector $a \in H$ such that

$$ \langle a, h \rangle = \int \langle x, h \rangle \mu(dx), \quad \forall h \in H. \quad (8.3) $$

If $\mu$ has mean $a$, then we introduce the covariance operator of $\mu$ (if it exists). This is a linear operator $Q$ on $H$ such that

$$ \langle Qh, k \rangle = \int \langle x - a, h \rangle \langle x - a, k \rangle \mu(dx), \quad \forall h, k \in H. \quad (8.4) $$

The Fourier transform (or characteristic function) of $\mu$ is defined as follows

$$ \hat{\mu}(x) = \int \exp(i\langle x, y \rangle) \mu(dy), \quad \forall x \in H. \quad (8.5) $$

In general, mean and covariance operator of a probability measure do not necessarily exist. However, if $\mu$ is a probability measure on $(H, \mathcal{B}(H))$ with finite first momentum,

$$ \int_H |x| \mu(dx) < +\infty, $$

then there exists the mean of $\mu$. Indeed, the linear functional $F : H \to \mathbb{R}$ defined as
\[ F(h) = \int_H \langle x, h \rangle \mu(dx), \quad h \in H, \]
is continuous, since
\[ |F(h)| \leq |h| \int_H |x| \mu(dx). \]
By the Riesz representation theorem, there exists a unique element \( a \in H \) such that
\[ \langle a, h \rangle = \int_H \langle x, h \rangle \mu(dx), \quad h \in H. \]
Therefore, \( a \) is the mean of \( \mu \). Suppose further that the second momentum of \( \mu \) is finite,
\[ \int_H |x|^2 \mu(dx) < +\infty. \]
By using Hölder’s inequality it holds that
\[ \left( \int_H |x| \mu(dx) \right)^2 \leq \int_H |x|^2 \mu(dx) < +\infty \]
and so \( \mu \) has mean \( a \). Then we can consider the symmetric bilinear form \( G : H \times H \to \mathbb{R} \) defined as
\[ G(h,k) = \int_H \langle x-a, h \rangle \langle x-a, k \rangle \mu(dx), \quad h,k \in H. \]
\( G \) is continuous, since
\[ |G(h,k)| \leq |h||k| \int_H |x-a|^2 \mu(dx). \]
Again, this implies the existence of a unique linear bounded operator \( Q \in L(H) \) such that
\[ \langle Qh,k \rangle = \int_H \langle x-a, h \rangle \langle x-a, k \rangle \mu(dx), \quad h,k \in H. \]
\( Q \) is the covariance operator of \( \mu \).

**Proposition 8.5.** The covariance operator \( Q \) related to a probability measure \( \mu \in \mathcal{M}(H) \) is a symmetric, positive and trace class operator.

**Proof.** The symmetry and positivity of \( Q \) are clear. It remains to show that \( Q \) is a trace class operator. Fix a complete orthonormal system \( \{e_k, \ k \in \mathbb{N}\} \) in \( H \). Then
\[ \langle Qe_k, e_k \rangle = \int_H |\langle x-a, e_k \rangle|^2 \mu(dx), \quad k \in \mathbb{N}. \]
From the monotone convergence theorem and the Parseval’s identity it follows that
\[ \text{Tr}(Q) = \sum_{k=1}^{\infty} \int_H |\langle x-a, e_k \rangle|^2 \mu(dx) = \int_H |x-a|^2 \mu(dx) < +\infty. \]
\( \Box \)

Finally, we collect some properties of the Fourier transform of \( \mu \).
Proposition 8.6. The Fourier transform \( \hat{\mu} \) of a probability measure \( \mu \) verifies
1. \( \hat{\mu}(0) = 1 \);
2. \( \hat{\mu} \) is uniformly continuous on \( H \);
3. \( \hat{\mu} \) is a positive defined functional, i.e.,
\[
\sum_{j,k=1}^{n} \hat{\mu}(x_j - x_k) \alpha_j \overline{\alpha_k} \geq 0
\]
for every \( n \geq 1 \), \( x_1, \ldots, x_n \in H \), \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \).

Proof. Only the last point deserves some attention. Given \( n \geq 1 \), \( x_1, \ldots, x_n \in H \) and \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \), we have
\[
\sum_{j,k=1}^{n} \hat{\mu}(x_j - x_k) \alpha_j \overline{\alpha_k} = \sum_{j,k=1}^{n} \int e^{i(x_j - x_k, y)} \mu(dy) \alpha_j \overline{\alpha_k}
\]
\[
= \sum_{j,k=1}^{n} \int \alpha_j e^{i(x_j, y)} \overline{\alpha_k e^{i(x_k, y)}} \mu(dy)
\]
\[
= \left\langle \sum_{j=1}^{n} \alpha_j e^{i(x_j, \cdot)}, \sum_{j=1}^{n} \alpha_j e^{i(x_j, \cdot)} \right\rangle_{L^2(H, \mu; \mathbb{C})}
\]
\[
= \int \left| \sum_{j=1}^{n} \alpha_j e^{i(x_j, y)} \right|^2 \mu(dy) \geq 0.
\]

\[\square\]

Remark 8.7. In the above proof we have encountered the space \( L^2(H, \mu; \mathbb{C}) \) of mappings \( f : H \to \mathbb{C} \) such that
\[
\int |f(x)|^2 \mu(dx) < \infty.
\]
In probabilistic terms, \( f \) is a complex, square integrable random variable on the probability space \( (H, \mathcal{B}(H), \mu) \).

Remark 8.8. In the finite dimensional case, the classical Bochner theorem shows that properties 1.–3. of Proposition 8.6 are also sufficient to characterize probability measures using characteristic functions, see Theorem 1.2.

The same does not hold in the infinite dimensional case, as an additional hypothesis is required: we propose in Exercise 8.2 below to construct a counterexample. For a complete characterization of Fourier transforms of probability measures on infinite dimensional Hilbert spaces we refer, for instance, to Theorem 2.13 in Da Prato and Zabczyk [DZ92].

We conclude with another uniqueness principle for probability measures.
Proposition 8.9. The Fourier transform identifies univocally the measure: if \( \mu \) and \( \nu \) are probability measures on \((H, B(H))\) such that \( \hat{\mu} = \hat{\nu} \), then \( \mu = \nu \).

Proof. We already know the result for the finite dimensional case, compare with the Lévy Theorem 1.2. In the general case we consider the projections \( P_n \) (see (8.2)); then, for each \( h \in H \),

\[
\hat{\mu}(P_n h) = \int_H e^{i \langle x, P_n h \rangle} \mu(dx) = \int_{P_n(H)} e^{i \langle P_n x, P_n h \rangle} \mu_n(dx) = \hat{\mu}_n(P_n h)
\]

and similarly for \( \nu \):

\[
\hat{\nu}(P_n h) = \hat{\nu}_n(P_n h).
\]

Hence, the measures \( \mu_n \) and \( \nu_n \) have the same Fourier transform, so they coincide by teh Lévy Theorem 1.2, and the conclusion follows from Proposition 8.3.

8.2 Gaussian measures

In this section we introduce the family of Gaussian measures in an infinite dimensional, separable, Hilbert space \( H \). Recently, this subject has gained some interest from the mathematical analysis point of view; indeed this theory is also linked to infinite dimensional heat equations and even to heat equations perturbed by a linear drift term, see for instance the book by Da Prato and Zabczyk [DZ02] and the lecture notes by Da Prato [Da01] and Rhandi [MR04].

By definition, \( \mu \in \mathcal{M}(H) \) is a Gaussian measure if, for any \( x \in H \), the real valued random variable \( X : (H, B(H), \mu) \to \mathbb{R} \), \( X(\omega) = \langle x, \omega \rangle \), \( \omega \in H \), possesses a Gaussian law.

To investigate Gaussian measures our main tool will be the Fourier transform.

Given a trace class operator \( Q \in L_1^+(H) \), there exists a complete orthonormal system \( \{e_k\} \) in \( H \) and a sequence \( \{\sigma_k^2\} \) of non-negative real numbers such that

\[
Qe_k = \sigma_k^2 e_k, \quad k \in \mathbb{N},
\]

and also

\[
\Tr(Q) = \sum_{k=1}^{\infty} \sigma_k^2 < +\infty.
\]

To simplify our exposition, we will assume that \( \text{Ker}(Q) = \{0\} \), i.e., \( \sigma_k^2 > 0 \) for each \( k \in \mathbb{N} \). Therefore, we may and will suppose that all the eigenvalues are ordered in a decreasing order. Set further \( x_k = \langle x, e_k \rangle \), so that

\[
x = \sum_{k=1}^{\infty} x_k e_k, \quad |x|^2 = \sum_{k=1}^{\infty} x_k^2.
\]

We introduce the natural isomorphism \( \gamma \) between \( H \) and \( \ell^2(\mathbb{N}) \):

\[
x \in H \mapsto \gamma(x) = \{x_k\} \in \ell^2.
\]
In the following, we shall identify $H$ with $\ell^2$.

Note that $\ell^2$ is a Borel subset of $\mathbb{R}^\infty = l^\infty$. Recall that $\mathbb{R}^\infty$ is the vector space of all real valued sequences, endowed with the product topology; it is also a complete separable metric space, endowed with a suitable distance, see the first lecture. We denote by $\mathcal{B}(\mathbb{R}^\infty)$ the Borel $\sigma$-algebra of $\mathbb{R}^\infty$.

**Theorem 8.10.** We are given a trace class operator $Q \in L^+_1(H)$ and a vector $a \in H$. Then there exists a (unique) probability measure $\mu$ on $(H, \mathcal{B}(H))$ such that

$$\int_H e^{i\langle x, h \rangle} \mu(dx) = e^{i\langle a, h \rangle} e^{-\frac{1}{2} \langle Qh, h \rangle}. \quad (8.6)$$

Further, $\mu$ is the restriction to $\ell^2$ of the product measure

$$\mathcal{N}(a, Q) = \prod_{k=1}^\infty \mathcal{N}(a_k, \sigma_k^2)$$

defined on $(\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty))$.

**Proof.** Since Fourier transform uniquely determines a probability measure, it remains to show existence of $\mu$ (this is not immediate, compare with Remark 8.8.

Consider the sequence of real Gaussian measures $\mu_k = \mathcal{N}(a_k, \sigma_k^2)$, $k \in \mathbb{N}$, and take the product measure $\mu = \prod_{k=1}^\infty \mathcal{N}(a_k, \sigma_k^2)$ on the algebra $\mathcal{R} \subset \mathcal{B}(\mathbb{R}^\infty)$ of all cylindrical sets $I_{k_1, \ldots, k_n, A}$, where $n \in \mathbb{N}$, $k_1, \ldots, k_n \in \mathbb{N}$ and $A \in \mathcal{B}(\mathbb{R}^n)$,

$$I_{k_1, \ldots, k_n, A} := \{ x \in \mathbb{R}^\infty : (x_{k_1}, \ldots, x_{k_n}) \in A \}.$$

Note that

$$\mu(I_{k_1, \ldots, k_n, A}) = \prod_{i=1}^n \mu_k(A)$$

Clearly, $\mu$ is additive on $\mathcal{R}$ and it is continuous in 0, since each component is such. Then, by Caratheodory’s theorem 1.5, it can be extended to a $\sigma$-additive measure on $(\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty))$.

Next, we show that $\mu$ is concentrated on $\ell^2$; to this purpose, it is enough to notice that $\int_{\mathbb{R}^\infty} |x|_H^2 \mu(dx) < \infty$. Indeed, we have easily:

$$\int_{\mathbb{R}^\infty} |x|_H^2 \mu(dx) = \text{Tr}(Q) + |a|^2. \quad (8.7)$$

Hence $\mu(\ell^2) = 1$ and so (8.7) holds also when $\mathbb{R}^\infty$ is replaced by $H$.

Finally, we consider the restriction of $\mu$ to $\ell^2$, that we continue to denote with $\mu$. Our goal is to show that formula (8.6) holds. Let $P_n : \ell^2 \to \mathbb{R}^n$ be the projection on the first $n$ coordinates, and $\nu_n = \prod_{k=1}^n \mu_k$. Then

$^1 \ell^2$ is the space of real valued, square integrable sequences, endowed with the scalar product $\langle x, y \rangle_2 = \sum_{k=1}^\infty x_k y_k$ for $x, y \in \ell^2$. 


\[ \int e^{i(x,h)} \mu(dx) = \lim_{n \to \infty} \int \overline{e^{i(P_n x,P_n h)}} \mu(dx) \]
\[ = \lim_{n \to \infty} \int_{\mathbb{R}^n} e^{i(P_n x,P_n h)} \nu_n(dx) \]
\[ = \lim_{n \to \infty} e^{i(P_n a,P_n h)} - \frac{1}{2} \langle Q h,h \rangle = e^{i(a,h)} e^{\frac{1}{2} \langle Q h,h \rangle}. \]

**Problem 8.2.** Show that if \( \dim H = \infty \) there exists a functional \( \phi : H \to \mathbb{C} \) which is continuous, positive defined and such that \( \phi(0) = 1 \), but \( \phi \) is not the Fourier transform of a probability measure \( \mu \) on \( (H,B(H)) \).

*Hint:* think about the hypothesis we use in the above theorem...

**Problem 8.3 (Computing some Gaussian integrals).**

1. Conclude the proof of Theorem 8.10 by showing that equality (8.7) holds.

2. Fix \( a \in H, Q \in L^1_+(H) \) with \( \text{Ker} Q = \{0\} \). Setting \( \mu \sim N(a,Q) \), show that \( a \) is the mean and \( Q \) the covariance operator of \( \mu \), i.e.,

\[ \int_H x \mu(dx) = a, \]

and, for \( h,k \in H \),

\[ \int_H \langle x,h \rangle \langle x,k \rangle \mu(dx) = \langle Qh,k \rangle. \]

3. \( \mu \) has finite variance, in the sense that

\[ \int_H |x-a|^2 \mu(dx) = \text{Tr}(Q). \] (8.8)

4. Assume \( T \in L(H) \) is a bounded operator and fix \( b \in H \); define the affine mapping \( \Gamma x = Tx + b \). Then, the law imagine of \( \mu \) under \( \Gamma \) is given by the formula

\[ \Gamma \circ N(a,Q) = N(Ta+b,TQT^*). \]

5. Show that, for any \( h \in H \), we have

\[ \int_H e^{i(x,h)} \mu(dx) = e^{i(a,h)} e^{\frac{1}{2} \langle Qh,h \rangle}. \] (8.9)

Take \((\Omega, \mathcal{F}, \mu)\) as the reference probability space, where \( \Omega \) is a separable Hilbert space and \( \mu \) is a Gaussian measure on \( \Omega \). We consider random variables taking values in a separable Hilbert space \( H \); the space \( L^2(\Omega,\mu;H) \) is the space of (equivalence classes of) random variables such that

\[ \mathbb{E}[|X|^2] = \int_{\Omega} |X(\omega)|^2 \mu(d\omega) < \infty. \]

Of course a random variable \( X \) on \((\Omega, \mathcal{F}, \mu)\) is called Gaussian if its law is a Gaussian measure on \( H \). Gaussian random variables form a closed set in the space of square integrable random variables, as the following proposition shows. This result will be useful often in the sequel.
Proposition 8.11. Let \( \{X_n, n \in \mathbb{N}\} \) be a sequence of Gaussian random variables with values in an Hilbert space \( H \), having distributions \( \mathcal{N}(a_n, Q_n) \). Assume that \( X_n \to X \) in \( L^2(\Omega, \mu; H) \); then \( X \) is a Gaussian random variable, with mean \( \lim a_n \) and covariance operator
\[
\langle Qh, h \rangle = \lim_{n \to \infty} \langle Q_n h, h \rangle.
\]

Proof. We compute the characteristic function of \( X \), i.e., \( \mathbb{E}[e^{i\langle X(\omega), y \rangle_H}] \) and we approximate with \( X_n \), using the assumed convergence, to get
\[
\mathbb{E}[e^{i\langle X(\omega), y \rangle_H}] = \lim_{n \to \infty} \mathbb{E}[e^{i\langle X_n(\omega), y \rangle_H}]
\]
but since \( X_n \) has Gaussian distribution, the equality becomes
\[
\mathbb{E}[e^{i\langle X(\omega), y \rangle_H}] = \lim_{n \to \infty} e^{i\langle a_n, y \rangle} - \frac{1}{2} \langle Q_n y, y \rangle = e^{i\langle a, y \rangle} - \frac{1}{2} \langle Q y, y \rangle.
\]
This proves at once all the claims.

\[\square\]

8.3 White noise

In this section we fix a real separable Hilbert space \( H \) and a Gaussian measure
\[
\mu = \mathcal{N}(0, Q)
\]
on \( (H, \mathcal{B}(H)) \), where \( Q \in L^+_1(H) \) verifies \( \text{Ker}(Q) = \{0\} \). We let \( \{e_k, k \in \mathbb{N}\} \) be a complete orthonormal system in \( H \) associated to the eigenvalues \( \sigma_k^2 \) of \( Q \). The idea of “white noise analysis”, due to Hida [Hi80], is to consider white noise, rather than Brownian motion, as the fundamental object to study: a complete treatment of this approach can be found in references [Hi93] or [Ho96].

Also, a related approach to white noise analysis is given by the so-called isonormal Gaussian processes, see Dudley [Du02, page 350] and Nualart [Nu95, Chapter 1].

Let us denote \( Q(H) \) the image of \( H \) under \( Q \). Notice that \( Q(H) \) is a subset of \( H \), strictly contained in \( H \). Actually, setting \( y = Qx \), we get
\[
\sum_{k=1}^{\infty} \left( \frac{y_k}{\sigma_k} \right)^2 \leq \sum_{k=1}^{\infty} (x_k)^2 < \infty,
\]
hence
\[
Q(H) = \left\{ y \in H : \sum_{k=1}^{\infty} \left( \frac{y_k}{\sigma_k} \right)^2 < \infty \right\}.
\]

Proposition 8.12. We have \( \mu(Q(H)) = 0 \).
Proof. For any \( n, k \in \mathbb{N} \) set
\[
U_n = \left\{ y \in H : \sum_{i=1}^{\infty} \frac{y_i^2}{\sigma_i^2} < n^2 \right\}
\]
and
\[
U_{n,k} = \left\{ y \in H : \sum_{i=1}^{2k} \frac{y_i^2}{\sigma_i^2} < n^2 \right\}.
\]
Since \( U_n \uparrow Q(H) \) as \( n \to \infty \) and \( U_{n,k} \downarrow U_n \) as \( k \to \infty \), it is enough to show that
\[
\mu(U_n) = \lim_{k \to \infty} \mu(U_{n,k}) = 0 \quad (8.10)
\]
The measure of \( U_{n,k} \) is a finite dimensional integral with respect to the Gaussian measure \( N(0, S^2) \), where \( S^2 = \text{diag}(\sigma_1^2, \ldots, \sigma_{2k}^2) \)
\[
\mu(U_{n,k}) = \int_{\{y \in \mathbb{R}^{2k} : \sum_{i=1}^{2k} \frac{y_i^2}{\sigma_i^2} < n^2\}} N(0, S^2)(dy)
\]
by the change of variables \( x_i = y_i/\sigma_i \) we have
\[
\mu(U_{n,k}) = \int_{\{x \in \mathbb{R}^{2k} : |x|^2 < n^2\}} N(0, I_{2k})(dx)
\]
where \( I_{2k} \) is the identity matrix of size \( 2k \); passing to polar coordinates we have
\[
\mu(U_{n,k}) = \frac{1}{(k-1)!} \int_0^n e^{-r^2/2} r^{2k-1} dr = \frac{1}{(k-1)!} \int_0^{n^2/2} e^{-\rho} \rho^{k-1} d\rho \leq \frac{1}{k!} \left( \frac{n^2}{2} \right)^k \to 0
\]
as \( k \to \infty \) and (8.10) follows.

\[\square\]

Now we define the operator \( Q^{1/2} \) by setting
\[
Q^{1/2}(x) = \sum_{k=1}^{\infty} \sigma_k \langle x, e_k \rangle e_k, \quad x \in H.
\]
Clearly, \( Q^{1/2}(H) \subset H \). This space is the so-called reproducing kernel related to the measure \( N(0, Q) \).

Lemma 8.13. The reproducing kernel space \( Q^{1/2}(H) \) is dense in \( H \).

Proof. We use that \( \text{Ker}(Q) = \{0\} \). Assume that \( x_0 \in H \) is such that \( \langle Q^{1/2} x, x_0 \rangle = 0 \) for every \( x \in H \): this means that \( Q^{1/2}(x_0) = 0 \) hence \( Q(x_0) = 0 \). But since \( \text{Ker}(Q) = \{0\} \) this implies \( x_0 = 0 \).

\[\square\]

Further, one can show that
\[
Q^{1/2}(H) = \left\{ y \in H : \sum_{k=1}^{\infty} \frac{y_k^2}{\sigma_k} < \infty \right\}.
\]
Let us now consider \((H, \mathcal{B}(H), \mu)\) as the reference probability space.

For every \(z \in Q^{1/2}(H)\), the mapping \(W_z : H \to \mathbb{R}, \ W_z(x) = \langle Q^{-1/2}z, x \rangle\), defines a (real) Gaussian random variable, centered, with variance \(\|z\|_2^2\); this remark can be extended to any finite choice of elements in the reproducing kernel space \(Q^{1/2}(H)\).

**Problem 8.4.** Let \(z_1, \ldots, z_n \in Q^{1/2}(H)\) and consider the random variables \(W_{z_i}\), on \((H, \mathcal{B}(H), \mu)\)

\[
W_{z_i}(x) = \langle Q^{-1/2}z_i, x \rangle.
\]

The law of the random variable \((W_{z_1}, \ldots, W_{z_n})\) in \(\mathbb{R}^n\) is a Gaussian measure with covariance operator \(Q = (q_{i,j})\)

\[
q_{i,j} = \langle z_i, z_j \rangle, \quad i, j = 1, \ldots, n.
\]

In particular, the random variables \(W_{z_1}, \ldots, W_{z_n}\) are independent if and only if the vectors \(z_1, \ldots, z_n\) form an orthonormal system.

Hence, the mapping \(W : z \mapsto W_z\) is well defined as a mapping from \(Q^{1/2}(H)\) into the space of square integrable random variables \(L^2(H, \mu) = L^2(H, \mu, \mathbb{R})\). Our aim is to extend this mapping to the whole space \(H\). The resulting application \(W : H \to L^2(H, \mu)\) will be called the **white noise** mapping; it will be important in the sequel, for instance in defining the Brownian motion.

Consider again the mapping \(W : Q^{1/2}(H) \to L^2(H, \mu)\):

\[
W_z(x) = \langle x, Q^{-1/2}z \rangle;
\]

since for \(z_1, z_2 \in H\) we have

\[
\mathbb{E}[W_{z_1}W_{z_2}] = \int W_{z_1}(x)W_{z_2}(x) \mu(dx) = \langle z_1, z_2 \rangle
\]

it holds that \(W\) is an isometry between \(Q^{1/2}(H)\) and \(L^2(H, \mu)\). Since its domain \(Q^{1/2}(H)\) is dense in \(H\), it can be uniquely extended to an isometry \(W : H \to L^2(H, \mu)\).

We left as an exercise to verify the properties of the white noise mapping. The proof follows easily using finite-dimensional projections.

**Problem 8.5.** Fix \(n \in \mathbb{N}\), and a sequence \(f_1, \ldots, f_n \in H\).

1. \((W_{f_1}, \ldots, W_{f_n})\) is a Gaussian random variable in \(\mathbb{R}^n\), centered, with covariance operator

\[
Q_{ij} = \langle f_i, f_j \rangle, \quad i, j = 1, \ldots, n.
\]

2. \(W_{f_1}, \ldots, W_{f_n}\) are independent if and only if \((f_1, \ldots, f_n)\) is an orthonormal system in \(H\).

We conclude introducing the exponential mapping \(f \mapsto e^{W_f}\). Choose first \(f \in Q^{1/2}(H)\). Then

\[
\int e^{\langle x, Q^{-1/2}f \rangle} \mu(dx) = e^{\frac{1}{2}(Q^{-1/2}f, Q^{-1/2}f)} = e^{\|f^2/2}.
\]

Further, the mapping is continuous on \(Q^{1/2}(H)\). Indeed, for \(f, g \in Q^{1/2}(H)\), we have

\[
\int [e^{W_f} - e^{W_g}]^2 \mu(dx) = e^{2\|f\|^2} - 2e^{\|f^2 + g^2/2} + e^{2\|g\|^2} = e^{\|f^2 - |f|^2 + 2e^{\|f^2 + |g|^2} + 2e^{\|f^2 + |g|^2} [1 - e^{-|f^2 + |g|^2}]}.
\]

which shows the continuity in \(f\) of \(e^{W_f}\). By using a similar computation as above we obtain the following proposition.

**Proposition 8.14.** The map \(f \mapsto e^{W_f}\) from \(H \to L^2(H, \mu)\) is continuous.
8.4 A construction of Brownian motion using the white noise mapping

Fix the set of times $T = [0, \infty)$, and let $H = L^2(T)$. Fix an arbitrary operator $Q \in L_1^+(H)$, with $\ker(Q) = \{0\}$, and let $\mu = \mathcal{N}(0, Q)$ be a Gaussian measure on $(H, \mathcal{B}(H))$. We have thus defined the reference probability space $(H, \mathcal{B}(H), \mu) = (\Omega, \mathcal{F}, \mathbb{P})$.

**Theorem 8.15.** Set $B(0) = 0$ and $B(t) = W(1_{[0,t]}), \; t \in T$, where

$$1_{[0,t]}(s) = \begin{cases} 1, & \text{for } s \in [0, t], \\ 0, & \text{otherwise}, \end{cases}$$

and $W$ is the white noise mapping introduced in Section 8.3. Then $B = \{B_t, \; t \in T\}$ is a real Brownian motion on $(H, \mathcal{B}(H), \mu)$ (with respect to its natural completed filtration).

**Proof.** We verify the properties stated in Definition 2.5. Condition 1. is obvious. Let $0 < s < t$: since

$$B(t) - B(s) = W(1_{[s,t]}),$$

it follows from Exercise 8.5 that $B(t)$ verifies condition 2. Further, since the functions

$$1_{[0,t_1]}, 1_{[t_1,t_2]}, \ldots, 1_{[t_{n-1},t_n]}$$

are orthogonal in $H$, condition 3. follows again from Exercise 8.5. We would have finished if we know that the process $B$ (or a version of $B$) has continuous sample paths. This part of the proof is the object of next section.

8.4.1 The factorization method

In this section we prove continuity of the trajectories of the Brownian motion using the **factorization method** by L. Schwartz (in the finite dimensional case) and Da Prato and Zabczyk (in the general situation). This is a purely analytic approach which does not require the continuity theorem of Kolmogorov 2.16.

The starting point is provided by the following identity

$$\int_s^t (t-\sigma)^{\alpha-1}(\sigma-s)^{-\alpha} \, d\sigma = \frac{\pi}{\sin(\pi \alpha)}, \quad 0 \leq s < t, \quad (8.11)$$

which holds for each $\alpha \in [0,1]$. We can also write, for $0 \leq s < t$,

$$1_{[0,t]}(s) = \frac{\sin(\pi \alpha)}{\pi} \int_0^t (t-\sigma)^{\alpha-1} 1_{[0,\sigma]}(\sigma-s)^{-\alpha} \, d\sigma.$$

Then, formula (8.11) may be written in the following form

$$1_{[0,t]} = \frac{\sin(\pi \alpha)}{\pi} \int_0^t (t-\sigma)^{\alpha-1} g_\sigma \, d\sigma,$$
where
\[ g_\sigma(s) = 1_{[0,\sigma]}(\sigma - s)^{-\alpha}. \]
Choose \( \alpha < \frac{1}{2} \), \( g_\sigma \in H \) and \( \|g_\sigma\|^2 = \frac{\sigma^{1-2\alpha}}{1-2\alpha} \); since the mapping
\[ \Omega \rightarrow L^2(\Omega, \mu), \quad f \mapsto W_f \]
is continuous, we get the following representation for the Brownian motion \( B \):
\[ B(t) = \frac{\sin(\pi \alpha)}{\pi} \int_0^t (t - \sigma)^{\alpha-1} W(g_\sigma) \, d\sigma. \] (8.12)

Now it is enough to show that \( \sigma \mapsto W_{g_\sigma} \in L^{2m}(0,T) \) \( \mathbb{P} \)-a.s. for each \( T > 0 \) and for some \( m > \frac{1}{2\alpha} \).

Indeed, then the continuity of the trajectories of \( B \) shall follow from next Lemma 8.16.

Notice that \( W_{g_\sigma} \) is a Gaussian random variable with normal law \( \mathcal{N}(0, \sigma^{1-2\alpha}m) \), hence
\[ \int_H |W_{g_\sigma}(\omega)|^{2m} \mathbb{P}(d\omega) = C'_{m,\alpha} \sigma^{m(1-2\alpha)}. \]

Now since \( \alpha m > \frac{1}{2} \), from Fubini’s theorem we obtain
\[ \int_0^T \left[ \int_H |W_{g_\sigma}|^{2m} \mathbb{P}(d\omega) \right] \, d\sigma = \int_H \left[ \int_0^T |W_{g_\sigma}|^{2m} \, d\sigma \right] \mathbb{P}(d\omega) < +\infty. \]
Hence \( \sigma \mapsto W_{g_\sigma} \in L^{2m}(0,T) \) \( \mathbb{P} \)-a.s. for each \( T > 0 \), and we get the thesis.

**Lemma 8.16.** Let \( H \) be a real separable Hilbert space; let \( T > 0 \), and consider a function \( f \in L^{2m}(0,T;H) \) where \( m > 1 \). Set moreover
\[ F(t) = \int_0^t (t - \sigma)^{\alpha-1} f(\sigma) \, d\sigma, \quad t \in [0,T], \]
where \( \alpha \in [\frac{1}{2m},1] \). Then \( F \in C([0,T];H) \).

**Proof.** Using Hölder’s inequality (notice that \( 2m\alpha - 1 > 0 \)) we have
\[ |F(t)| \leq \left( \int_0^t (t - \sigma)^{2m(\alpha-1)/(2m-1)} \, d\sigma \right)^{(2m-1)/2m} \|f\|_{L^{2m}(0,T;H)}. \] (8.13)
Therefore \( F \in L^\infty(0,T;H) \). We still have to prove that \( F \) is continuous.

Continuity in 0 follows directly from (8.13), hence it remains to show that \( F \) is continuous in \([t_0,T]\) for each \( t_0 \in (0,T) \). Set, for \( \epsilon < t_0 \),
\[ F_\epsilon(t) = \int_0^{t-\epsilon} (t - \sigma)^{\alpha-1} f(\sigma) \, d\sigma, \quad t \in [t_0,T]. \]
\( F_\epsilon \) is obviously continuous in \([t_0,T]\). Moreover, using again Hölder’s inequality, we have
\[ |F_\epsilon(t) - F(t)| \leq M \left( \frac{2m - 1}{2m\alpha - 1} \right)^{(2m-1)/2m} \epsilon^{(2m\alpha - 1)/2m} \|f\|_{L^{2m}(0,T;H)} \cdot \]

Therefore \( \lim_{\epsilon \to 0} F_\epsilon(t) = F(t) \) uniformly on \([t_0, T]\), so that \( F \) is continuous as required.

\[ \square \]

**Problem 8.6.** Using a suitable modification of the above argument, prove that Brownian sample paths are Hölder continuous.
Foundations of Malliavin calculus and stochastic integration

In this chapter we introduce the general concepts that form the basis of the differential calculus on a Gaussian space. The material of this lecture was mainly inspired by the introduction to Malliavin calculus provided by D. Nualart [Nu95] as it was applied in the Ph.D. thesis [Bon98]. It is quite difficult to cite some names among the vast literature on the subject, however it was a rich source of inspiration also the book by Bogachev [Bo98]. We should of course mention the monograph [Ma97] which presents the original approach by Malliavin.

As in Chapter 8 we start with a real separable Hilbert space $H$ of the form $L^2(T, B(T), \lambda)$, where $T \subset \mathbb{R}^d$ is the set of times (usual choices are $T = [0, 1]$ or $T = \mathbb{R}_+$) and $\lambda$ is Lebesgue measure on $T$. We denote the norm and the inner product on $H$ by $|\cdot|$ and $\langle \cdot, \cdot \rangle$.

On the space $(H, B(H))$ we consider an irreducible, trace class operator $Q$ and we consider a Gaussian probability measure $\mathbb{P} = \mathcal{N}(0, Q)$; we will denote this space with the usual notation $(\Omega, \mathcal{F}, \mathbb{P})$; it is a complete probability space. In that case we can consider the white noise $W(1_A) = W_1A$ based on $\lambda$, for $A \in \mathcal{B}(T)$. As we have seen in previous lecture, $W$ is an isometry between $H$ and the space of real Gaussian random variables defined on $(\Omega, \mathcal{F}, \mathbb{P})$. Following the literature, we call the space $(\Omega, \mathcal{F}, \mathbb{P}, H)$ a Gaussian probability space.

Throughout this lecture we will always work on

$$(\Omega, \mathcal{F}, \mathbb{P}, H).$$

When $T = \mathbb{R}_+$, we introduce the real Brownian motion $B = \{B_t\}$ (starting from 0) defined by $B_t = W(1_{[0,t]})$, $t \in T$. Then we focus our interest on the Wiener integral of a square integrable function $f \in L^2(T, \lambda)$. This is defined via the white noise mapping as $W(f)$. We also write

$$W(f) = \int f(t) \, dB_t.$$

This integral generates the family of Gaussian variables

$$\mathcal{H}_1 = \{W(f), \ f \in H\}.$$
White noise analysis

For completeness, we mention that in the white noise analysis, the above space $\mathcal{H}_1$ is called the first Wiener chaos. The fundamental result in this direction is that the space $L^2(\Omega)$ admits a unique decomposition into orthogonal spaces $\mathcal{H}_n$:

$$L^2(\Omega, \mathcal{F}, \mathbb{P}) = \bigoplus_{n=0}^{\infty} \mathcal{H}_n$$

where $\mathcal{H}_1$ is the previous space of Gaussian random variables.

The theory of multiple Itô-Wiener integrals was initiated by Itô in [It53]; due to its interest, we provide here a very short introduction to it.

The main interest is in the representation of square integrable random variables in terms of (multiple) Wiener integrals. We can define the multiple Wiener-Itô integral for a function $f_m$ in $H^\otimes m = L^2(T^m)$ by

$$I_m(f_m) = \int_{T^m} f(t_1, \ldots, t_m) \, dB(t_1) \ldots dB(t_m)$$

by a standard procedure: we first define the integral for step functions $a_{i_1, \ldots, i_m} 1_{A_{i_1} \times \ldots \times A_{i_m}} (t_1, \ldots, t_m)$, then we prove that these functions are dense in $L^2(T^m)$ and finally we extend the integral to a linear and continuous operator on $L^2(T^m)$.

As a consequence, it is possible to prove that any square integrable random variable $F \in L^2(\Omega)$ can be expanded into a series of multiple stochastic integrals

$$F = \sum_{m=0}^{\infty} I_m(f_m)$$  \hspace{1cm} (9.1)

with $f_0 = \mathbb{E}[F]$, for suitable functions $f_m \in H^\otimes m$ which can be taken symmetric in order that the expansion is unique. Since the orthogonality $\mathbb{E}[I_m(f_m)I_n(g_n)] = 0$ holds, each term in the series corresponds to a different Wiener chaos.

Remark 9.1. There is interest in studying white noise also from the viewpoint of the possible applications. In physics, one frequently encounters Gaussian processes and, among them, not only the Brownian motion has a preminent position. Langevin first introduced the Gaussian white noise process, that is a process characterized by

$$\mathbb{E}[\xi_t] = 0, \quad \mathbb{E}[\xi_t \xi_s] = \delta(t-s),$$

where $\delta$ is the Dirac measure. White noise process is not a stochastic process in a strict mathematical sense; however, in physics it is often used as a model for very fast oscillations.

The above process enters in the physical construction of the Ornstein-Uhlenbeck process. This process was first introduced as a model for Brownian movement in the 1920’s; for an historical introduction we refer for instance to Nelson [Ne01].

The last part of the lecture introduces the derivative operator of random variables $F \in L^2(\Omega)$ with respect to $\omega$, which is treated as a parameter. The original presentation is due to Malliavin.
who first introduced a notion of derivatives of Wiener functionals and applied it to the absolute continuity and the smoothness of density of the probability law induced by the solution of the stochastic differential equation at a fixed time; a basic reference on Malliavin calculus is the monograph [Ma97]. The notation $D_t F$, which we will use for this weak derivative of $F$, has been introduced in [NZ86]; it well represents the idea of partial derivative with respect to the infinite dimensional vector $\omega = \omega_t$, $t \in T$.

9.1 Wiener integral

The aim of this section is to define a stochastic integral for elements $f \in H = L^2(\mathbb{R}_+, d\lambda)$, i.e., $T = \mathbb{R}_+$,

$$W(f) = \int_T f(s) \, dB_s.$$  \hfill (9.2)

By construction, $W(f)$ is a Gaussian random variable with law $\mathcal{N}(0, |f|^2)$.

Remark 9.2. Suppose that $f$ is a step function

$$f(t) = \sum_{j=0}^n a_j \mathbf{1}_{A_j}(t),$$

where $a_j \in \mathbb{R}$ and $A_j = [t_j, t_{j+1}) \in \mathcal{B}(\mathbb{R}_+)$. Then one has

$$W(f) = \sum_{j=0}^n a_j (B(t_{j+1}) - B(t_j)).$$

Note that, for given $f \in H$, we have the following adaptedness property: $W(f)$ is $\mathcal{F}_t$-measurable if and only if $f \equiv 0$ on $[t, \infty)$.

We define, as time $t \geq 0$ varies, the family of random variables

$$I_t = \int_0^t f(r) \, dB_r = \int_T \mathbf{1}_{[0,t]}(r)f(r) \, dB_r.$$

By construction, it follows that this process is adapted to the filtration $\{\mathcal{F}_t, t \geq 0\}$ of Brownian motion, hence the stochastic process $I = \{I_t, t \geq 0\}$ is well defined.

Proposition 9.3. The stochastic process $\{I_t, t \geq 0\}$ is a Gaussian process with correlation function

$$\mathbb{E}(I_t I_r) = \int_0^{t \wedge r} f^2(s) \, ds.$$

Proof. Since $f \mathbf{1}_{[0,t]} \in H$, it holds that $I_t$ is a centered Gaussian random variable with variance $\sigma^2(t) = |f \mathbf{1}_{[0,t]}|^2$.

We show next that it is a Gaussian family. We claim that for every choice of times $t_1, \ldots, t_n$ and real numbers $\alpha_1, \ldots, \alpha_n$, the random variable $\alpha_1 I(t_1) + \cdots + \alpha_n I(t_n)$ has a Gaussian distribution. However, this follows from the linearity of the white noise mapping.
It remains to compute the correlation $\mathbb{E}(I_t I_r)$. Take $r < t \in T$, then we have
\[
\mathbb{E}(I_t I_r) = \mathbb{E}[W(f \mathbf{1}_{[0,t]} W(f \mathbf{1}_{[0,r]}))]
\]
and the properties of the white noise mapping implies
\[
\mathbb{E}(I_t I_r) = \langle f \mathbf{1}_{[0,t]}, f \mathbf{1}_{[0,r]} \rangle = \int_0^{\wedge r} f^2(s) \, ds.
\]
\[
\square
\]
**Problem 9.1.** Let $f \in C^1([0, t])$; by using a suitable approximation of $f$ show that it holds, a.s.,
\[
\int_0^t f(r) \, dB_r = f(t) B_t - \int_0^t f'(r) B_r \, dr.
\] (9.3)

### 9.1.1 Multidimensional Brownian motion

Consider the following construction. Suppose that the parameter space is $T = \mathbb{R}_+ \times \{1, \ldots, d\}$ and the measure $\lambda$ is the product of the Lebesgue measure times the uniform measure that gives mass one to each point $1, 2, \ldots, d$. Then we have $H = L^2(T, \lambda) \equiv L^2(\mathbb{R}_+; \mathbb{R}^d)$. In this situation we have that $B_t = (B^1_t, \ldots, B^d_t)$ is a standard $d$-dimensional Brownian motion, where $B^i_t = W(\mathbf{1}_{[0,t]} \times i)$, $t \geq 0$, $1 \leq i \leq d$, are real standard Brownian motions. Furthermore, for any $h \in H$, the random variable $W(h)$ can be obtained as the stochastic integral
\[
W(h) = \sum_{i=1}^d h^i \int_{\mathbb{R}_+} \, dB^i_t.
\]

We list some properties of the $d$-dimensional Brownian motion in Problem 9.4.

**Exercises**

**Problem 9.2.** Let us consider the following process, called the *Brownian bridge*
\[
X_t = B_t - t B_1, \quad t \in [0, 1].
\]
Prove that it is a centered Gaussian process and compute its mean and covariance functions.

**Problem 9.3.** Given $f \in L^2(0, T)$, compute $\mathbb{E} \left[ \exp \left( \int_0^T f(t) \, dB_t \right) \right]$.

**Problem 9.4.** Let $\{X_t, t \geq 0\}$ be a $d$-dimensional Gaussian process;

1. show that it is a Brownian motion if and only if
\[
\mathbb{E}[X_t X_s] = \delta_{t,s} (t \wedge s).
\]
2. Let $A : \mathbb{R}_+ \rightarrow M(d, n)$ (the space of all real $d \times n$ matrices) and $z : \mathbb{R}_+ \rightarrow \mathbb{R}^n$ be a bounded measurable functions. Let $\{B_t, t \geq 0\}$ be an $n$-dimensional Brownian motion.

Show that $Y_t = A_t B_t + z_t$ is a Gaussian process and compute its mean and covariance functions.

3. Let $\{B_t, t \geq 0\}$ be a $d$-dimensional standard Brownian motion; show that for any $z \in \mathbb{R}^d$, $\|z\| = 1$, the process $X_t = \langle z, B_t \rangle$ is a real standard Brownian motion respect to the same initial filtration.

4. Let $\{W_t, t \geq 0\}$ be a $d$-dimensional standard Brownian motion; determine the class of matrices $A \in M(d, d)$ such that $Y_t = A W_t$ is again a standard Brownian motion.
9.1.2 Ornstein-Uhlenbeck theory of Brownian movement

The theory of Brownian movement developed by Einstein is, in some sense, unsatisfactory. For instance, he supposed that the displacement in the time interval \((s, t)\) is independent from the past, thus it shall also be independent from the velocity at time \(s\). Starting from Langevin, a new theory was developed in the 1920’s, culminating with the Ornstein-Uhlenbeck theory of Brownian movement, where a different physical quantity, the impulse of the particle, was the central object of interest.

In this model, a faster time scale is considered; therefore, the time interval \(\Delta t\) is small with respect to the time needed in the Einstein model by the particle to lose memory of the velocity, but still great enough such that the number of hits in that interval is large.

Formally, the relevant equation is

\[
\frac{\partial^2 X_t}{\partial t^2} = -\alpha \frac{\partial X_t}{\partial t} + \xi_t
\]

which means that the force acting on the particle is split in two parts, the first of which depends on the viscosity of the fluid with viscous coefficient \(m\alpha\), while the second term is a white noise process –formally, the derivative of a Brownian motion \(\{B_t, t \geq 0\}\) (defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, P)\)) with variance \(\sigma^2 > 0\): \(\xi_t = \sigma^2 \frac{\partial B_t}{\partial t}\).

We can give a meaning to the above equation by introducing the velocity \(V_t = \partial X_t/\partial t\). Then, the velocity field \(V\) verifies the Langevin equation

\[
\frac{\partial V_t}{\partial t} = -\alpha V_t + \xi_t, \quad (9.4)
\]

Given an initial condition \(V_0 = v_0\), (9.4) is understood in the integral sense, i.e., we have, a.s.,

\[
V_t - v_0 - \alpha \int_0^t V_s \, ds = \sigma^2 B_t, \quad t \geq 0.
\]

One solves equation (9.4) using the variation-of-constants formula, and the solution is given by

\[
V_t = e^{-\alpha t} v_0 + \int_0^t e^{-\alpha(t-s)} \sigma^2 \, dB_s. \quad (9.5)
\]

Indeed, if we introduce \(Z_t = V_t - \sigma^2 B_t\) we get that

\[
Z_t = v_0 + \alpha \int_0^t (Z_s + \sigma^2 B_s) \, ds, \quad t \geq 0.
\]

Hence, a.s., \(Z_t\) is a \(C^1\)-solution to the Cauchy problem

\[
\begin{aligned}
\dot{Z}_t &= \alpha(Z_t + \sigma^2 B_t) \\
Z_0 &= v_0.
\end{aligned}
\]

which can be explicitly solved. Now, using (9.3), we readily arrive at (9.5).

\(^1\) \(\alpha > 0\) is a constant with the same dimension of frequency
By (9.5), we see that 
\[ V_t = V_t^{v_0}, \quad t \geq 0, \] 
is a Gaussian process with mean \( e^{-\alpha t}v_0 \) and covariance
\[ \mathbb{E}[V_t V_s] = e^{-\alpha(t+s)}\sigma^2 e^{2\alpha s} - \frac{1}{2\alpha}, \quad t \geq s \geq 0. \]

Its Fourier transform is given by
\[ \mathbb{E}[e^{iV_t u}] = e^{e^{-\alpha t}v_0 u} e^{\frac{1}{2\sigma^2} 2\alpha^2 u^2}, \quad u \in \mathbb{R}. \]

Therefore, the law of \( V_t \) converges weakly, as \( t \to \infty \), to a zero mean Gaussian distribution with variance \( \frac{\sigma^2}{2\alpha} \).

**Proposition 9.4.** The Ornstein-Uhlenbeck process \( \{V_t^x, \quad t \geq 0\}, \quad x = v_0 \in \mathbb{R} \) is Markovian with transition function given by
\[ p(t, x, A) = \mathbb{P}(V_t^x \in A) = \int_A \left( \frac{\sqrt{2\alpha}}{2\pi\sigma^2(1 - e^{-2\alpha t})} \exp \left( -\alpha(y - e^{-\alpha t}x)^2 \frac{(1 - e^{-2\alpha t})\sigma^2}{(1 - e^{-2\alpha t})} \right) \right) dy, \quad A \in \mathcal{B}(\mathbb{R}). \quad (9.6) \]

**Proof.** The formula for the law of \( V_t^x \) follows easily by taking the Fourier transform. Let us prove that, for \( f = 1_A, \quad A \in \mathcal{B}(\mathbb{R}) \) we have
\[ \mathbb{E}[f(V_{t+s}) | \mathcal{F}_s] = p(t, V_s^x, A) \]

We write, using the freezing lemma (see Lemma 5.2)
\[
\mathbb{E}(f(V_{t+s}^x) | \mathcal{F}_s) = \mathbb{E}\left( f\left( e^{-\alpha(t+s)}x + \int_s^{t+s} e^{-\alpha(t+s-r)} dB_r + \int_s^{t+s} e^{-\alpha(t+s-r)} dB_r \right) \Big| \mathcal{F}_s \right)
\]
\[
= \mathbb{E}\left( f\left( y + e^{-\alpha(t+s)}x + \int_s^{t+s} e^{-\alpha(t+s-r)} dB_r \right) \right)\bigg|_{y = e^{-\alpha t} \int_0^t e^{-\alpha(s-r)} dB_r}
\]
\[
= \mathcal{N}(e^{-\alpha t}(V_s^x - e^{-\alpha s}x) + e^{-\alpha(t+s)}x, \int_s^{t+s} e^{-2\alpha(t+s-r)} dr)(A)
\]
\[
= \mathcal{N}(e^{-\alpha t}(V_s^x - e^{-\alpha s}x) + e^{-\alpha(t+s)}x, \int_s^t e^{-2\alpha u} du)(A)
\]
\[
= p(t, V_s^x, A),
\]
where \( \mathcal{N}(a, q) \) denotes the Gaussian measure with mean \( a \in \mathbb{R} \) and variance \( q > 0 \). The assertion is proved.

\[ \square \]

If we fix the initial position \( X(0) = x_0 \), then since
\[ X(t) = x_0 + \int_0^t V_s \, ds \]
we have that the position of the particle subject to Brownian movement following the Ornstein-Uhlenbeck theory is a Gaussian process \( X(t) \) with constant mean \( x_0 \) and covariance operator
9.2 The law of the Brownian motion in space of trajectories

\[ E[X(t)X(s)] = \frac{\sigma^2}{\alpha^2} \min\{t,s\} + \frac{\sigma^2}{2\alpha^3} \left(-2 + 2e^{-\alpha t} + 2e^{-\alpha s} - e^{-\alpha|t-s|} - e^{-\alpha(t+s)}\right). \]

It follows that the variance of \( X(t) \) is

\[ \frac{\sigma^2}{\alpha^2} t + \frac{\sigma^2}{2\alpha^3} \left(-2 + 4e^{-\alpha t} - e^{-2\alpha t}\right). \]

The first term in the sum is just the variance of the position following the Einstein’s theory; the correction is, in percentage, of order \( \frac{1}{\alpha t} \). A typical value for the friction coefficient is \( \alpha = 10^{-8} \text{s}^{-1} \); in the observation we make a small error if we adopt Einstein’s value for the variance.

The next result shows in particular that the integral of an Ornstein-Uhlenbeck process is not Markovian.

**Problem 9.5.** Let \( f, g \in H = L^2(0,T) \), and define

\[ X(t) = \int_0^t f(s) \, dB_s, \quad Y(t) = \int_0^t X(s)g(s) \, ds. \]

Prove \( (Y_t) \) is a Gaussian process in \([0,T]\), with mean function \( m(t) = 0 \) and covariance function

\[ \rho(t,s) = \int_0^{t \wedge s} f^2(u) \left( \int_u^s g(v) \, dv \right) \left( \int_u^t g(v) \, dv \right) \, du. \]

Further, show that this process is neither a Markov process, nor a martingale.

Hint: a Gaussian process is Markovian if and only if its correlation function verifies \( \rho(t_1, t_3) = \rho(t_1, t_2)\rho(t_2, t_3) \) for \( t_1 \leq t_2 \leq t_3 \), see Feller [Fe53]. This problem is taken from Shreve [Sh, pp. 289–].

9.2 The law of the Brownian motion in space of trajectories

Let \( H = L^2(0,1) \) endowed with the Borel \( \sigma \)-field \( B(H) \), \( \mu \sim \mathcal{N}(0,Q) \) a Gaussian measure on \( H \) and \( B = \{B_t, t \in [0,1]\} \) be the Brownian motion on the time interval \([0,1]\), defined on the space \((H,B(H),\mu)\). Our aim is to consider \( B \) as a random variable on the space of trajectories, as in Section 3.3; however, in this section, we shall see the trajectories in the space \( L^2(0,1) \) of square integrable functions with respect to the Lebesgue measure. We use the notation of Lecture 8.

First, clearly the mapping \( B : \Omega \rightarrow L^2(0,1), B(\omega)(t) = B_t(\omega) \) is well defined, since

\[ \mathbb{E} \left[ \int_0^1 |B_t|^2 \, dt \right] = \int_\Omega \int_0^1 |B_t(\omega)|^2 \, dt \, d\mu(d\omega) = \int_0^1 \int_\Omega |B_t(\omega)|^2 \mu(d\omega) \, dt = \int_0^1 t \, dt = \frac{1}{2} \]

so that \( B(\omega) \in L^2(0,1) \) for almost all \( \omega \). Moreover, we have

\[ B \in L^2(\Omega; L^2(0,1)). \]

We define the law of \( B \) on \( L^2(0,1) \), i.e., the measure \( \mathbb{P} = \mu \circ B^{-1} \), the Wiener measure in \( L^2(0,1) \).
Proposition 9.5. \( \mathbb{P} \) is a Gaussian measure on \( L^2(0,1) \), with zero mean and covariance operator \( \mathcal{R} \) given by

\[
(Rh)(t) = \int_0^1 \min\{s, t\} h(s) \, ds, \quad h \in L^2(0,1), \quad t \in (0,1).
\]

Proof. To show that \( \mathbb{P} \) is a Gaussian measure, define for \( n \in \mathbb{N} \) and \( t \in (0,1) \)

\[
B_n(t; \omega) = W(P_n \mathbf{1}_{[0,t]})(\omega) = \langle \omega, Q^{-1/2}P_n \mathbf{1}_{[0,t]} \rangle = \sum_{k=1}^n \sigma_k^{-1} \langle \omega, e_k \rangle \langle \mathbf{1}_{[0,t]}, e_k \rangle,
\]

where \( P_n \) is introduced in (8.2) and the mapping \( B_n : \Omega \to L^2(0,1) \) given by \( B_n(\omega)(t) = B_n(t; \omega) \).

\( B_n \) is a linear, bounded operator, so it is a \( B \)-L-valued random variable with Gaussian law \( \mathcal{L}_n = \mathbb{P} \circ B_n^{-1} \sim \mathcal{N}(0, B_nQB_n^*) \), where \( B_n^* \) is the transpose of \( B_n \). We have in fact

\[
\int_{L^2(0,1)} e^{i\langle \xi, h \rangle} \mathcal{L}_n(d\xi) = \int_{\Omega} e^{i\langle B_n, h \rangle} \mathbb{P}(d\omega) = \int_{\Omega} e^{i\langle \omega, B_n^* h \rangle} \mathbb{P}(d\omega) = e^{-\frac{1}{2} \langle \mathcal{R} B_n^* h, h \rangle} \quad (9.8)
\]

which shows the claim. Next step is to prove that

\[
\lim_{n \to \infty} B_n = B \quad \text{in} \quad L^2(\Omega, \mu; L^2(0,1)). \quad (9.8)
\]

Then from Proposition 8.11, it will follow that \( B \) has a Gaussian distribution.

Let us compute, using Fubini’s theorem,

\[
\mathbb{E}[\|B_n - B\|_{L^2(0,1)}^2] = \int_{\Omega} \int_0^1 |B(t; \omega) - B_n(t; \omega)|^2 \, dt \, \mu(d\omega) = \int_0^1 \int_0^1 |W((1 - P_n) \mathbf{1}_{[0,t]})(\omega)|^2 \, dt \, \mu(d\omega) = \int_0^1 \int_0^1 |(1 - P_n) \mathbf{1}_{[0,t]}|^2 \mu(d\omega) \, dt = \int_0^1 |(1 - P_n) \mathbf{1}_{[0,t]}|_{L^2(0,1)}^2 \, dt
\]

so (9.8) follows from the dominated convergence theorem.

It remains to compute the covariance operator \( \mathcal{R} \). We have

\[
\langle Rh, h \rangle = \mathbb{E}[\langle B, h \rangle^2] = \int_{\Omega} \mu(d\omega) \left\{ \left( \int_0^1 W(\mathbf{1}_{[0,t]})(\omega) h(t) \, dt \right) \left( \int_0^1 W(\mathbf{1}_{[0,s]})(\omega) h(s) \, ds \right) \right\} = \int_0^1 \int_0^1 dt \, ds \left\{ h(t) h(s) \int_{\Omega} W(\mathbf{1}_{[0,t]})(\omega) W(\mathbf{1}_{[0,s]})(\omega) \mu(d\omega) \right\} = \int_0^1 \int_0^1 dt \, ds \left\{ h(t) h(s) \min\{s, t\} \right\}
\]

and the conclusion follows.

\( \square \)
9.3 The derivative operator

Exercises

The next problem deal with the covariance operator of the Wiener measure. It gives a different taste of the relation between Brownian motion and differential operators.

**Problem 9.6.** Let $\mathcal{R}$ be the covariance operator of the Wiener measure defined in (9.7) and set $A = \mathcal{R}^{-1}$ be an unbounded operator on $L^2(0, 1)$. Show that

\[
\begin{aligned}
D(A) &= \{ h \in H^2(0, 1) : h(0) = h'(1) = 0 \} \\
Ah(t) &= -h''(t) \quad \forall h \in D(A).
\end{aligned}
\]

Now we extend the result to a different process. Let us recall the Brownian bridge, introduced in Exercise 9.2

\[X_t = B_t - tB_1, \quad t \in [0, 1].\]

**Problem 9.7.** Prove that the law of $\{X_t, t \in [0, 1]\}$ in $L^2(0, 1)$ is a Gaussian measure with zero mean and covariance operator $\mathcal{S}$ defined by

\[\mathcal{S}h(t) = \int_0^t K(t, s)h(s) \, ds, \quad h \in L^2(0, 1), \quad t \in [0, 1],\]

where the kernel $K(t, s) : [0, 1] \times [0, 1] \to \mathbb{R}$ is given by

\[K(t, s) = \begin{cases} 
  s(1 - t) & 0 \leq s \leq t \\
  t(1 - s) & t \leq s \leq 1.
\end{cases}\]

**Problem 9.8.** Referring to previous exercise, let $B = \mathcal{S}^{-1}$ be an unbounded operator on $L^2(0, 1)$. Show that

\[
\begin{aligned}
D(B) &= H^2(0, 1) \cap H_0^1(0, 1) \\
Bh(t) &= -h''(t) \quad \forall h \in D(B).
\end{aligned}
\]

9.3 The derivative operator

In this section we define the stochastic derivative $DF$ of a square integrable random variable $F : \Omega \to \mathbb{R}$, that means, we want to differentiate $F$ with respect to $\omega$, which we treat as a chance parameter, via a weak notion of derivative, and without assuming any topological structure on the space $\Omega$ (see Nualart [Nu95, section 1.2]).

Recall that the white noise $W$ maps $H$ into $\mathcal{H}_1 \subset L^2(\Omega)$; the Malliavin derivative will be an unbounded operator from $L^2(\Omega)$ into $H$ which verifies

\[DW(g) = g, \quad g \in H.\]

In particular, since $H = L^2(T)$, we can write the above identity pointwise

\[D_t W(g) = g(t), \quad g \in H, \quad t \in T.\]
We denote by $C_0^\infty(\mathbb{R}^n)$ the set of all infinitely differentiable functions $f : \mathbb{R}^n \to \mathbb{R}$ such that $f$ together with all its partial derivatives is bounded on $\mathbb{R}^n$.

Let $S$ denote the class of smooth random variables, i.e., a random variable $F \in S$ has the form
\[ F = f(W(h_1), \ldots, W(h_n)), \tag{9.9} \]
where $f \in C_0^\infty(\mathbb{R}^n)$ and $h_1, \ldots, h_n \in H$. Note that the class $S$ is dense in $L^2(\Omega)$. The derivative of such a random variable $F$ is the stochastic process $\{D_tF, t \in T\}$ given by the formula
\[ D_tF = \sum_{i=1}^n \frac{\partial f}{\partial x_i}(W(h_1), \ldots, W(h_n))h_i(t). \tag{9.10} \]

We consider $DF$ as an element of the space $L^2(T \times \Omega) \equiv L^2(\Omega; H)$. Actually, $DF \in \cap_{p \geq 2} L^p(\Omega; H)$.

We fix an element $h \in H$. We introduce the directional derivative $D^h$ on the set $S$, defined by the formula
\[ D^hF = \langle DF, h \rangle. \]
We have the following important integration by parts formula.

**Lemma 9.6.** Suppose that $F \in S$ is a smooth functional and $h \in H$. Then
\[ \mathbb{E}[D^hF] = \mathbb{E}[FW(h)]. \]

**Proof.** We may assume that there exists orthogonal elements in $H$ $h = h_1, \ldots, h_n$, with $|h_i| = 1$, $i = 1, \ldots, n$, and a $f \in C_0^\infty(\mathbb{R}^n)$ such that $F = f(W(h_1), \ldots, W(h_n))$. Then
\[ \mathbb{E}[\langle DF, h \rangle] = \mathbb{E}[[\partial_{x_1} f(W(h_1), \ldots, W(h_n))]]. \]
Let $\mu_n \sim N(0, I_n)$ be the law of $(W(h_1), \ldots, W(h_n))$; then an integration by parts in $\mathbb{R}^n$ leads to
\[ \mathbb{E}[\langle DF, h \rangle] = \int_{\mathbb{R}^n} \partial_{x_1} f(x) \mu_n(dx) = \int_{\mathbb{R}^n} f(x)x_1 \mu_n(dx) = \mathbb{E}[FW(h_1)] \]
and from this we get the thesis.

From this lemma, taking into account that $D(FG) = (DF)G + F(DG)$ we obtain
\[ \mathbb{E}[F(DG, h)] + \mathbb{E}[G(DF, h)] = \mathbb{E}[FGW(h)]. \tag{9.11} \]

Applying the previous result, it is possible to prove

**Proposition 9.7.** The derivative operator $D$ (with domain $S$) is closable as an operator from $L^p(\Omega)$ to $L^p(\Omega; H)$, for any $p \geq 1$. 

Proposition 9.9. Let $F$ variable the Malliavin derivative operator. The proof of this result follows easily by approximating the random variable $k$ and natural number $n$ norm $F$ or a smooth random variable $F$. Note that the derivative $F$ of $F$ assume it is $D$ to the space $\mathcal{D}$. We give the proof in case when $F_n \to 0$ in $L^p(\Omega)$ and $DF_n \to G$ in $L^p(\Omega, H)$; our aim is to prove that $G \equiv 0$. Take $h \in H$ and $F = f(W(h_1), \ldots, W(h_n))$, where $f \in C^\infty_b(\mathbb{R}^n)$. Then we obtain

$$
\mathbb{E}[F(G, h)] = \lim_{n \to \infty} \mathbb{E}[DF_n, h] = \lim_{n \to \infty} \mathbb{E}[F_n W(h)] = \mathbb{E}[F_n (DF, h)].
$$

Now, since $F_n \to 0$ in $L^p$, and $W(h)$ belongs to each $L^p(\Omega)$, $p \geq 1$, we get that $\mathbb{E}[F(G, h)] = 0$, which yields $G \equiv 0$ and the proof is complete.

We will denote the domain of $D$ in $L^p(\Omega)$ by $\mathbb{D}^{1,p}$. This means that $\mathbb{D}^{1,p}$ is the closure of the class of smooth random variables $\mathcal{S}$ with respect to the norm

$$
\|F\|_{1,p} = \left[\mathbb{E}(|F|^p) + \|DF\|_{L^p(\Omega, H)}^p\right]^{1/p}.
$$

For $p = 2$, the space $\mathbb{D}^{1,2}$ is a Hilbert space with the scalar product

$$
\langle F, G \rangle_{1,2} = \mathbb{E}(FG) + \mathbb{E}(DF, DG)_H.
$$

Remark 9.8. Of particular interest is the following result, that is proved in [Nu95]. Take $F \in \mathbb{D}^{1,2}$ and assume it is $\mathcal{F}_A$ measurable, for some $A \in \mathcal{B}(T)$. Then $D_t F$ is zero almost everywhere in $A^c \times \Omega$. In case $T = \mathbb{R}_+$, there above has the following interpretation: if $F$ is $\mathcal{F}_s$-measurable, then its Malliavin derivative $D_t F$ is zero almost surely for $t > s$.

More generally, we can introduce iterated derivatives of (weakly differentiable) random variables. For a smooth random variable $F$ and an integer $k$, we set

$$
D_{t_1, \ldots, t_k} F = D_{t_1}D_{t_2} \ldots D_{t_k} F.
$$

Note that the derivative $D^k F$ is a measurable function on the product space $T^k \times \Omega$. For every $p \geq 1$ and natural number $k \geq 1$ we denote by $\mathbb{D}^{k,p}$ the completion of the family $\mathcal{S}$ with respect to the norm

$$
\|F\|_{k,p} = \left[\mathbb{E}(|F|^p) + \sum_{j=1}^k \mathbb{E}||D^j F||_{L^2(T)}^p\right]^{1/p}.
$$

We end up this section with two important tools in applications. The first one is a chain rule for the Malliavin derivative operator. The proof of this result follows easily by approximating the random variable $F$ by smooth random variables.

Proposition 9.9. Let $\phi : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function with bounded partial derivatives and fix $p \geq 1$. Suppose that $F = (F_1, \ldots, F_n)$ is a random vector whose components belong to the space $\mathbb{D}^{1,p}$. Then $\phi(F) \in \mathbb{D}^{1,p}$ and

$$
D(\phi(F)) = \sum_{i=1}^n \frac{\partial \phi}{\partial x_i}(F) DF_i. \quad (9.12)
$$

The last result heuristically states that a random variable is “smooth” if we can approximate it with a sequence of “smooth” random variables.
Proposition 9.10 ([Nu95], Lemma 1.5.3). Let \( \{F_n, n \geq 1\} \) be a sequence of random variables in \( \mathbb{D}^{k,p} \) with \( k \geq 1 \) and \( p > 1 \). Assume that \( F_n \) converges to \( F \) in \( L^p(\Omega) \) and
\[
\sup_n \|F_n\|_{k,p} < \infty.
\]
Then \( F \) belongs to \( \mathbb{D}^{k,p} \).
Itô stochastic calculus

In this lecture we show how it is possible to “integrate” a sufficiently large class of stochastic processes 
$X = \{X_t, t \in T\}$ with respect to a fixed Brownian motion $\{B_t, t \geq 0\}$ (defined on a reference 
stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$). The process $X$ will be always defined on the same space 
$(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$. In other words, we will construct a stochastic integral with respect to the 
Brownian motion. This integral, due to K. Itô, will also allow to introduce in the sequel the stochastic 
differential equations.

The discussion of the properties of the Brownian paths shows that, in general, it is not possible to 
define the integral $\int_0^1 X_s \, dB_s$ in the Lebesgue-Stieltjes sense, arguing “$\omega$ by $\omega$”. If the paths of process 
$X$ were of bounded variation on each bounded interval a.s., one may use an integration by parts to 
define

$$\int_0^1 X_s \, dB_s = X_1 B_1 - \int_0^1 B_s \, dX_s.$$

However, this way leaves aside a large number of interesting processes $X$, like the Brownian motion 
itself. A way to circumvent this difficulty, and to define a stochastic integral, was introduced in the 
1940’s by K. Itô. His idea was to introduce the Itô stochastic integral not “$\omega$ by $\omega$” but instead in a 
“global way” as a limit in $L^2(\Omega)$ of suitable random variables defined in terms of stochastic integrals 
involving elementary processes.

Recall that the Wiener integral $f \mapsto W(f) = \int_0^1 f(s) \, dB_s$ provides an isometry between the space 
$L^2(0, 1)$ and the space of Gaussian random variables; Itô integral provides an isometry between the 
class $M^2(0, 1)$ of square integrable, adapted processes and the space of square integrable and centered 
random variables.

10.1 The Itô integral

To simplify the notation, in the following we shall consider real valued processes defined on the time 
interval $[0, T]$. The extensions to other time intervals, like $\mathbb{R}_+, [a, b]$ or $t \in \mathbb{R}$ are rather straightforward. 
In the last part of the lecture we shall describe the extension to the multidimensional case.
Definition 10.1. $M^p(0, T)$, $p \geq 1$, is the class of real valued stochastic processes $X = \{X_t, t \in [0, T]\}$ which satisfy the following conditions

i) $X$ is progressively measurable (with respect to $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in [0, T]\}, \mathbb{P})$), and

ii) $\mathbb{E}\left[\int_0^T |X_s|^p \, ds \right] < +\infty$.

Among the elements of $M^p$ we find in particular the elementary processes

$$X_t(\omega) = \sum_{i=0}^{n-1} \xi_i(\omega) \mathbb{1}_{[t_i, t_{i+1})}(\omega)$$

where $\xi_i \in L^p(\Omega)$ are random variables, $\mathcal{F}_{t_i}$-measurable, and $0 = t_0 < t_1 < \ldots < t_n = T$.

Recall that any adapted stochastic process with right-continuous trajectories is also progressively measurable.

Lemma 10.2. Given a process $X \in M^2(0, T)$ there exists a sequence of elementary processes $\{X^{(n)}, n \in \mathbb{N}\}$ in $M^2(0, T)$ which approximate $X$, i.e.,

$$\lim_{n \to +\infty} \mathbb{E}\left[\int_0^T |X_t - X^{(n)}_t|^2 \, dt \right] = 0.$$

We begin with a general result on approximation with step functions, which we shall use often in the following.

Problem 10.1. Let us fix the time interval $[0, T]$, and denote by $[x]$ the integer part of the real number $x$. For arbitrary $h \in (0, T)$, we introduce the partition $\pi = \{t_0 = 0, t_1, \ldots, t_{n+1} = T\}$ on $[0, T]$, where $n = \left[\frac{T}{h}\right]$ and, for any $k = 1, \ldots, n$, $t_k = kh$.

Given $f \in L^2(0, T)$, we define the step functions

$$f_h(t) = \begin{cases} 0 & \text{if } 0 \leq t < t_1 \\ f_h(t_k) := \frac{1}{h} \int_{(k-1)h}^{kh} f(s) \, ds & \text{if } t_k \leq t < t_{k+1}. \end{cases} \tag{10.1}$$

Then $f_h \to f$ in $L^2(0, T)$ as $h \to 0$ and moreover

$$\int_0^T |f_h(t)|^2 \, dt \leq \int_0^T |f(t)|^2 \, dt.$$

Proof. (Lemma 10.2). Let $X \in M^2(0, T)$, define the family of step functions

$$X^{(n)}(t, \omega) = n \int_{(k-1)/n}^{k/n} X(s, \omega) \, ds \quad \text{for } k/n \leq t < (k+1)/n,$$

for $\omega \in \Omega$ such that the integral is finite, and $X^{(n)}(t, \omega) = 0$ otherwise; notice however that, by assumption, the second case occurs with probability 0. Using Exercise 10.1 we get
\[
\int_0^T |X_t^{(n)}|^2 \, dt \leq \int_0^T |X_t|^2 \, dt
\]

and
\[
\int_0^T |X_t^{(n)} - X_t|^2 \, dt \to 0
\]

for all trajectories \( t \mapsto X(t, \omega) \) which are square integrables on \((0, T)\). However, since \( X \in M^2 \), the sequence \( X^{(n)} \) is uniformly integrable, so that, using the Lebesgue theorem, we get
\[
\mathbb{E} \int_0^T |X_t^{(n)} - X_t|^2 \, dt \to 0 \quad \text{as} \quad n \to \infty.
\]

\[\square\]

10.1.1 Stochastic integral for elementary processes

**Definition 10.3.** Given an elementary process \( X = \{X_t, t \in [0, T]\} \in M^2 \)
\[
X_t(\omega) = \sum_{i=0}^{n-1} \xi_i(\omega)1_{[t_i, t_{i+1})}(\omega),
\]
we define the stochastic integral of \( X \), denoted by \( \int_0^T X_t \, dB_t \), as the random variable
\[
I_T = \sum_{i=0}^{n-1} \xi_i(B_{t_{i+1}} - B_{t_i}).
\]

**Lemma 10.4.** Given an elementary process \( X = \{X_t, t \in [0, T]\} \in M^2 \), the following properties hold:
\[
\begin{align*}
\mathbb{E} \int_0^T X_t \, dB_t &= 0 \quad \text{(10.2)} \\
\mathbb{E} \left[ \int_0^T X_t \, dB_t \right]^2 &= \mathbb{E} \int_0^T X_t^2 \, dt. \quad \text{(10.3)}
\end{align*}
\]

**Proof.** Since, for each \( i = 1, \ldots, n \), \( \xi_i \) is \( \mathcal{F}_{t_i} \)-measurable, the centered random variable \( B_{t_{i+1}} - B_{t_i} \) is independent from \( \xi_i \); this easily implies (10.2).

Moreover, we have
\[
\begin{align*}
\mathbb{E} \left[ \int_0^T X_t \, dB_t \right]^2 &= \mathbb{E} \left[ \sum_{i=0}^{n-1} \xi_i(B_{t_{i+1}} - B_{t_i}) \right]^2 \\
&= \sum_{i=0}^{n-1} \mathbb{E} \xi_i^2(B_{t_{i+1}} - B_{t_i})^2 + 2 \sum_{i<j} \mathbb{E} \xi_i \xi_j (B_{t_{i+1}} - B_{t_i})(B_{t_{j+1}} - B_{t_j}).
\end{align*}
\]
Whenever $i < j$, since $t_i < t_j$, it holds that $(B_{t_{i+1}} - B_{t_i})$ is independent from $\xi_i \xi_j (B_{t_{i+1}} - B_{t_i})$ hence

$$E[\xi_i \xi_j (B_{t_{i+1}} - B_{t_i})(B_{t_{j+1}} - B_{t_j})] = E[\xi_i \xi_j (B_{t_{i+1}} - B_{t_i})]E[B_{t_{j+1}} - B_{t_j}] = 0$$

which implies

$$E \left[ \int_0^T X_t \, dB_t \right]^2 = \sum_{i=0}^{n-1} E[\xi_i^2 (B_{t_{i+1}} - B_{t_i})^2] = \sum_{i=0}^{n-1} E(\xi_i^2)E(B_{t_{i+1}} - B_{t_i})^2$$

$$= \sum_{i=0}^{n-1} E(\xi_i^2)(t_{i+1} - t_i) = E \sum_{i=0}^{n-1} \xi_i^2(t_{i+1} - t_i) = E \int_0^T X_t^2 \, dt.$$

\[ \square \]

### 10.1.2 The general case

We have defined the stochastic integral for elementary processes in the class $M^2(0,T)$; our aim is to extend this definition to the whole class. Recall that elementary processes are dense in $M^2(0,T)$, thanks to Lemma 10.2: for each $X \in M^2(0,T)$ there exists a sequence of elementary processes $\{X^{(n)}\}$, contained in $M^2(0,T)$, such that

$$E \int_0^T |X^{(n)}_t - X_t|^2 \, dt \rightarrow 0 \quad (10.4)$$

as $n \rightarrow +\infty$.

We consider the sequence of square integrable random variables $I^{(n)} = \int_0^T X^{(n)}_t \, dB_t$. In order to define the stochastic integral for the process $X$, it will be sufficient to show that the sequence $I^{(n)}$ is convergent in $L^2(\Omega)$: we shall define stochastic integral of $X$ this limit.

Now, it is easy to see that the sequence $\{I^{(n)}\}$ is a Cauchy sequence. Actually, an elementary process remains unchanged if we add points to the original partition; hence, by considering the union of the partitions of $[0,T]$ which define respectively $X^{(n)}$ and $X^{(m)}$, it holds

$$E[I^{(n)} - I^{(m)}]^2 = E \left[ \int_0^T (X^{(n)}_t - X^{(m)}_t) \, dB_t \right]^2, \quad (10.5)$$

but the difference of elementary processes is again of such kind, hence we can apply Lemma 10.4 to get

$$E[I^{(n)} - I^{(m)}]^2 = E \int_0^T |X^{(n)}_t - X^{(m)}_t|^2 \, dt.$$

But this implies that there exists the limit (in mean square sense) of $I^{(n)}$ as $n \rightarrow \infty$; we shall denote by $I = \int_0^T X_t \, dB_t$ this limit.

Further, we can prove that this limit is independent from the chosen approximating sequence $\{X^{(n)}\}$. To this aim, let $Y^{(n)}$ be a different sequence of elementary processes which approximate $X$.
in the sense of (10.4). In order to prove that \( \int_0^T Y^{(n)}_t \, dB_t \) has the same limit as \( \int_0^T X^{(n)}_t \, dB_t \), for \( n \to \infty \), we introduce one more sequence of elementary processes

\[
Z^{(n)}_t = \begin{cases} 
X^{(n)}_t & \text{if } n \text{ is even} \\
Y^{(n)}_t & \text{if } n \text{ is odd}; 
\end{cases}
\]

the sequence \( \{Z^{(n)}\} \) again verifies (10.4), and the above reasoning implies the existence of the limit for the sequence of random variables \( \int_0^T Z^{(n)}_t \, dB_t \), which by construction must be equal to both the limit of \( \int_0^T Y^{(n)}_t \, dB_t \) and to the limit of \( \int_0^T X^{(n)}_t \, dB_t \), as required.

Problem 10.2. Verifies (10.5).

**Theorem 10.5.** Let \( X \in M^2(0,T) \). It is clear that the stochastic integral defined above is linear on \( M^2(0,T) \); moreover we have

\[
\mathbb{E} \int_0^T X_t \, dB_t = 0 \quad (10.6)
\]

\[
\mathbb{E} \left( \int_0^T X_t \, dB_t \right)^2 = \mathbb{E} \int_0^T X_t^2 \, dt. \quad (10.7)
\]

**Proof.** By definition, there exists a sequence of elementary processes \( \{X^{(n)}, n \in \mathbb{N}\} \subset M^2 \) such that

\[
\lim_n \mathbb{E} \int_0^T |X^{(n)}_t - X_t|^2 \, dt = 0
\]

and

\[
\lim_n \mathbb{E} \left( \int_0^T (X^{(n)}_t - X_t) \, dB_t \right)^2 = 0.
\]

The assertion follows since (10.6) and (10.7) hold for elementary processes and then it is straightforward to pass to the limit.

\[\square\]

Problem 10.3. Let \( X = \{X_t\} \) and \( Y = \{Y_t\} \in M^2(0,T) \). Show that

\[
\mathbb{E} \left[ \int_0^T X_s \, dB_s \cdot \int_0^T Y_s \, dB_s \right] = \mathbb{E} \int_0^T X_s Y_s \, ds. \quad (10.8)
\]
10.2 The stochastic integral process

In the following, we consider a stochastic process \( X \in M^2(0, T) \) and, for any \( t \in [0, T] \), we define the family of random variables

\[
I_t = \int_0^t X_r \, dB_r.
\]

By construction, it follows easily that \( I_t \) is \( \mathcal{F}_t \)-measurable, hence \( I = \{ I_t, t \in [0, T] \} \) defines a stochastic process.

In the following, we shall study properties of the stochastic integral process \( \{ I_t, t \in [0, T] \} \). As in previous section, our study naturally divides in two steps: first we consider integrals of elementary processes, then we proceed to the general case by an approximation argument.

The proof of the following result is elementary and it is left as an exercise to the reader.

**Problem 10.4.** Let \( X \) be an elementary process in \( M^2(0, T) \). Then the integral process \( I = \{ I_t, t \in [0, T] \} \) has continuous trajectories.

**Proposition 10.6.** Let \( X \) be an elementary process in \( M^2(0, T) \). Then the integral process \( I = \{ I_t, t \in [0, T] \} \) is a square integrable martingale (with respect to \( \{ \mathcal{F}_t \} \)).

The interest of this proposition (and of Theorem 10.9 below) is that it guarantees the possibility of using –to study integral processes– the powerful inequalities that martingale theory provides.

**Proof.** Recall that for an elementary process \( X \) in \( M^2(0, T) \) it holds

\[
I_t = \int_0^t X_r \, dB_r \overset{\text{def}}{=} \sum_{i=0}^{n-1} \xi_i (B_{t_{i+1}} - B_{t_i}) + \xi_n (B_t - B_{t_n}).
\]

For \( s \leq t \), we shall verify that \( \mathbb{E}(X_t \mid \mathcal{F}_s) = X_s \). Take \( k \) be such that \( t_k < s < t_{k+1} \); then

\[
\int_0^t X_r \, dB_r = \int_0^s X_r \, dB_r + \xi_k (B_{t_{k+1}} - B_s) + \cdots + \xi_n (B_t - B_{t_n}).
\]

We take the conditional expectation with respect to \( \mathcal{F}_s \) of the terms on the right-hand side; we recall that \( \int_0^s X_r \, dB_r \) is \( \mathcal{F}_s \)-measurable so that property \( b) \) in Proposition 1.14 implies

\[
\mathbb{E} \left( \int_0^s X_r \, dB_r \mid \mathcal{F}_s \right) = \int_0^s X_r \, dB_r.
\]

Next, we are concerned with the second term. We have that \( \xi_k \) is \( \mathcal{F}_s \)-measurable and the increments of the Brownian motion are independent from the past, hence

\[
\mathbb{E}(\xi_k (B_{t_{k+1}} - B_s) \mid \mathcal{F}_s) = \xi_k \mathbb{E}(B_{t_{k+1}} - B_s) \mid \mathcal{F}_s) = \xi_k \mathbb{E}(B_{t_{k+1}} - B_s) = 0.
\]

Since \( t_i > s \) for \( i \geq k + 1 \), it follows that \( \mathcal{F}_s \subset \mathcal{F}_{t_i} \), so that property \( d) \) in Proposition 1.14 implies
\[
E(\xi_i(B_{t_{i+1}} - B_{t_i}) \mid \mathcal{F}_s) = E(E(\xi_i(B_{t_{i+1}} - B_{t_i}) \mid \mathcal{F}_t) \mid \mathcal{F}_s) = 0.
\]

We have thus proved the equality
\[
E(I_t \mid \mathcal{F}_s) = E\left(\int_0^t X_r \, dB_r \mid \mathcal{F}_s\right) = \int_0^s X_r \, dB_r = I_s
\]
which concludes the proof.

\[\square\]

Remark 10.7. Let \( X = \{X_t, \ t \in [0, T]\} \) be an elementary process in \( M^2(0, T) \). We consider
\[
I_t = \int_0^t X_s \, dB_s, \quad t \in [0, T].
\]
We have just proved that \( \{I_t\} \) is a martingale. Hence \( Y_t = |I_t|^2 \) is a submartingale and by the maximal inequality we have
\[
P\left(\sup_{t \in [0, T]} Y_t > \lambda\right) \leq \frac{1}{\lambda} E(|Y_T|).
\]

Since
\[
E(|Y_T|) = E\left(\int_0^T X_s \, dB_s\right)^2 = E\int_0^T |X_s|^2 \, ds = \|X\|^2_{M^2(0, T)}
\]
we obtain
\[
P\left(\sup_{t \in [0, T]} \left|\int_0^t X_s \, dB_s\right| > \lambda\right) = P\left(\sup_{t \in [0, T]} \left|\int_0^t X_s \, dB_s\right|^2 > \lambda^2\right) \leq \frac{1}{\lambda^2} E\int_0^T |X_s|^2 \, ds.
\]

10.2.1 Continuity of trajectories

We shall now extend the regularity properties proved previously for elementary processes to the general case of \( X \in M^2(0, T) \). We start with the continuity of trajectories.

We recall that a stochastic process \( Y = \{Y_t, \ t \in [0, T]\} \) is called a version of a stochastic process \( \{X_t, \ t \in [0, T]\} \), defined on the same stochastic basis of \( Y \), if we have \( X_t = Y_t \) a.s., for any \( t \in [0, T] \).

Theorem 10.8. Let \( X \) be a stochastic process in \( M^2(0, T) \). Then the integral process \( I = \{I_t, \ t \in [0, T]\} \), \( I_t = \int_0^t X_r \, dB_r \), has a version \( \{J_t, \ t \in [0, T]\} \) with continuous trajectories.

Proof. Consider a Cauchy sequence \( \{X^{(n)}, n \in \mathbb{N}\} \) of elementary processes in \( M^2(0, T) \), converging to \( X \) in mean square norm:
\[
E\int_0^T |X^{(n+p)} - X^{(n)}|^2 \, dr \longrightarrow 0
\]
as \( n \to \infty \). We know that the approximating process \( X^{(n)} \) defines a stochastic integral process \( I^{(n)} \) with continuous paths, and that integral process \( I \) is defined as the \( L^2 \)-limit of the processes \( I^{(n)} \).

If we show that, for almost every \( \omega \)
\[
\sup_{p \in \mathbb{N}} \sup_{t \in [0,T]} \left| \int_0^t [X_{r}^{(n+p)} - X_{r}^{(n)}] \, dB_r \right| \to 0 \tag{10.9}
\]

as \( n \to \infty \), then the functions: \( t \mapsto I_{t}^{(n)}(\omega) \) define a Cauchy sequence which is convergent in \( C([0,T]) \).

Let us denote by \( t \mapsto J_{t}(\omega) \) such limit in \( C([0,T]) \). Clearly, \( \{ J_{t}, t \in [0,T] \} \) is an adapted stochastic process and moreover we have \( J_{t} = I_{t} \) a.s., for \( t \in [0,T] \). It follows that \( \{ J_{t} \} \) is the version of \( \{ I_{t} \} \) we are looking for.

Let us prove (10.9). Thanks to Proposition 10.6, for each \( p > 0 \) the process \( \{(I_{t}^{(n+p)} - I_{t}^{(n)})_{t}, \ t \in [0,T] \} \) is a martingale, and since \( x \mapsto |x|^2 \) is a convex function, then \( \{|(I_{t}^{(n+p)} - I_{t}^{(n)})_{t}|^2, \ t \in [0,T] \} \) is a submartingale; we apply Doob’s inequality (4.8) to this last process and, recalling the isometry (10.3), we obtain

\[
\mathbb{P}(\sup_{t \leq T} \left| \int_0^t (X_{r}^{(n+p)} - X_{r}^{(n)}) \, dB_r \right| > \lambda) \leq \frac{1}{\lambda^2} \sup_{m \in \mathbb{N}} \mathbb{E} \int_0^T (X_{r}^{(n+m)} - X_{r}^{(n)})^2 \, dr \to 0,
\]

as \( n \to \infty \), as shown in Section 10.1.2.

Let us choose two sequences \( \{ \lambda_k \} \) and \( \{ \varepsilon_k \} \), positive, converging to 0 and such that \( \sum_{k \geq 1} (\lambda_k + \varepsilon_k) < \infty \); we fix next a sequence \( n_k \) such that for every \( p > 0 \) it holds

\[
\mathbb{P} \left( \sup_{t \leq T} \left| \int_0^t (X_{r}^{(n_k+p)} - X_{r}^{(n_k)}) \, dB_r \right| > \lambda_k \right) \leq \varepsilon_k.
\]

Then we can define the sequence of events

\[
A_k = \left\{ \omega \mid \sup_{t \leq T} \left| \int_0^t (X_{r}^{(n_k+1)} - X_{r}^{(n_k)}) \, dB_r \right| > \lambda_k \right\}.
\]

Since \( \{ \varepsilon_k \} \) is a summable sequence, we have \( \sum_k \mathbb{P}(A_k) < \sum_k \varepsilon_k < +\infty \); we apply Borel-Cantelli lemma 2.19 to get

\[
\mathbb{P} \left( \sup_{t \leq T} \left| \int_0^t (X_{r}^{(n_k+1)} - X_{r}^{(n_k)}) \, dB_r \right| > \lambda_k \ \text{infinitely often} \right) = 0.
\]

Therefore, for every \( \omega \) in a set of probability 1, there exists a value \( \kappa(\omega) \) such that, for every \( k \geq \kappa(\omega) \), it holds

\[
\sup_{t \leq T} \left| \int_0^t (X_{r}^{(n_k+1)} - X_{r}^{(n_k)}) \, dB_r \right| \leq \lambda_k.
\]

Since the subsequence \( X_{t}^{(n_k)} \) converges to \( X \) in \( L^2 \)-norm, noticing that, for \( p > 0 \)

\[
X_{t}^{(n_k+p)} - X_{t}^{(n_k)} = \sum_{i=k}^{k+p-1} (X_{t}^{(n_{i+1})} - X_{t}^{(n_i)}),
\]

we get


\[
\sup_{t \leq T} \left| \int_0^t (X_t^{(n_k+p)} - X_t^{(n_k)}) \, dB_t \right| \leq \sum_{i=k}^{k+p-1} \sup_{t \leq T} \left| \int_0^t (X_t^{(n_i+1)} - X_t^{(n_i)}) \, dB_t \right| \leq \sum_{i=k}^{k+p-1} \lambda_i < \sum_{i=k}^{\infty} \lambda_i \to 0,
\]

as \( k \to \infty \), and the thesis follows.

According to the previous result, we shall always deal with the continuous version of the integral process \( \{I_t\} \).

### 10.2.2 Martingale property

**Theorem 10.9.** Let \( X \) be a stochastic process in \( M^2(0,T) \). Then the integral process \( I = \{I_t, t \in [0,T]\} \) is a martingale.

**Proof.** Once more, the proof will follow from an approximation procedure. Assume that \( X^{(n)} \in M^2(0,T) \) is a sequence of elementary processes, converging to \( X \) in \( L^2((0,T) \times \Omega) \); define \( I^{(n)} \) the corresponding sequence of integral processes. We know that the process \( \{I_t^{(n)}, t \in (0,T)\} \) is a martingale, hence the identity \( \mathbb{E}(I_t^{(n)} \mid \mathcal{F}_s) = I_s^{(n)} \), \( t \geq s \), holds a.s.; it remains to prove that, if we take the limit as \( n \to \infty \), this identity is maintained.

In particular, it will be sufficient to prove that

\[
\mathbb{E}[\mathbb{E}(I_t - I_s \mid \mathcal{F}_s)^2] = 0;
\]

we know that this identity holds for elementary processes, thus, for \( t \geq s \),

\[
\mathbb{E}[\mathbb{E}(I_t - I_s \mid \mathcal{F}_s)^2] = \mathbb{E}[\mathbb{E}(I_t - I_s \mid \mathcal{F}_s) - \mathbb{E}(I_t^{(n)} - I_s^{(n)} \mid \mathcal{F}_s)]^2
\]

\[
= \mathbb{E}[\mathbb{E}(I_t - I_t^{(n)} - I_s^{(n)} + I_s^{(n)} \mid \mathcal{F}_s)]^2
\]

\[
= \mathbb{E}[\mathbb{E}(I_t - I_t^{(n)} \mid \mathcal{F}_s) - (I_s - I_s^{(n)})]^2
\]

\[
\leq 2 \mathbb{E}[\mathbb{E}(I_t - I_t^{(n)} \mid \mathcal{F}_s)]^2 + \mathbb{E}[(I_s - I_s^{(n)})]^2.
\]

Now, using Jensen’s inequality for conditional expectation \(^{1}\) we obtain \( \mathbb{E}(\mathbb{E}(X \mid \mathcal{F}_s)^2) \leq \mathbb{E}(X^2) \); therefore, since \( I^{(n)} \) converges in \( L^2 \)-norm to \( I \), we obtain the thesis.

\( \square \)

Having established the martingale property for the stochastic integral, we can use Doob’s inequality (4.9), which implies the following result.

**Corollary 10.10.** Let \( \{X_t, t \in [0,T]\} \) be a stochastic process in \( M^2(0,T) \). Then it holds

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left( \int_0^t X_s \, dB_s \right)^2 \right] \leq 4 \mathbb{E} \left[ \int_0^T |X_s|^2 \, ds \right],
\]

(10.10)

\(^{1}\) for every convex mapping \( \Phi \) it holds \( \Phi(\mathbb{E}(X \mid \mathcal{F})) \leq \mathbb{E}(\Phi(X) \mid \mathcal{F}) \)
10.3 Itô processes

In this section, we slightly modify our notation, in order to conform it to the existing literature. Let \( \sigma = \{ \sigma_t, t \in [0, T] \} \) be a stochastic process in \( M^2(0, T) \), and define the stochastic process \( X = \{ X_t, t \in [0, T] \} \)

\[
X_t = \int_0^t \sigma_s dB_s.
\]

Intuitively, we can think \( X_t \) as the description of a (stochastic) dynamical system, such that the infinitesimal variation \( dX_t \) is of order \( \sigma_t dB_t \). In other words, the variance of the process increases of \( \sigma_t^2 dt \), while the expected value remains constant. In literature, we often read that this differential is of order \( \frac{1}{2} \).

It is natural, then, to add, to the description of the system, a differential of order 1. That is, we are given a stochastic process \( b = \{ b_t, t \in [0, T] \} \in M^1(0, T) \) such that the infinitesimal variation of the mean of \( X_t \) is \( E[b_t] dt \). However, this choice does not affect the infinitesimal variation of the variance, as it is easily seen.

We are thus lead to the following definition

**Definition 10.11.** Let \( b = \{ b_t, t \in [0, T] \} \in M^1 \) and \( \sigma = \{ \sigma_t, t \in [0, T] \} \in M^2 \) be given stochastic processes; further, let \( X_0 \) be a random variable \( F_0 \)-measurable (hence independent from \( B_t \), for every \( t \geq 0 \)).

We call Itô process the stochastic process \( X = \{ X_t, t \in [0, T] \} \) defined by

\[
X_t = X_0 + \int_0^t b_s ds + \int_0^t \sigma_s dB_s. \tag{10.11}
\]

We shall also use the following differential form

\[
dX_t = b_t dt + \sigma_t dB_t.
\]

which is by definition equivalent to (10.11). We say that the stochastic differential of the Itô process \( \{ X_t \} \) is \( b_t dt + \sigma_t dB_t \).

Notice that \( X \) is a continuous process, since both the integrals in (10.11) are continuous in \( t \).

**Exercises**

**Problem 10.5.** Let \( \{ X_t, t \in [0, T] \} \) be a stochastic process in \( M^2(0, T) \). Then it holds

\[
E(\int_s^t X_u dB_u | F_s) = 0, \quad E\left(\left(\int_s^t X_u dB_u\right)^2 | F_s\right) = E(\int_s^t X_u^2 du | F_s).
\]

*Hint:* one can start by proving the assertion for elementary processes \( X \)...

Before we introduce the Itô formula, it is instructive to compute the following elementary integrals.

**Problem 10.6.** Let \( B = \{ B_t, t \geq 0 \} \) be a real standard Brownian motion. Compute the following integrals
10.4 Itô formula

1. \( \int_0^T B_t \, dB_t = \frac{1}{2} (B_T^2 - T) \). In particular, this shows that \( \{B_t^2\} \) is an Itô process, with stochastic differential:
\[
d(B^2)_t = dt + 2B_t \, dB_t. \tag{10.12}
\]

2. In connection with the above formula, compute \( \int_0^T r \, dB_r \). This shows that
\[
d(tB_t) = B_t \, dt + t \, dB_t.
\]

3. Compute \( \mathbb{E} \left[ B_s \int_s^t B_u \, dB_u \right] \).

4. Compute \( \mathbb{E} \left[ \left( B_s \int_s^t B_u \, dB_u \right)^2 \right] \).

10.4 Itô formula

**Theorem 10.12.** Let \( X = \{X_t, \ t \in [0,T]\} \) be an Itô process defined by the stochastic differential
\[
X_t = X_0 + \int_0^t b_r \, dr + \int_0^t \sigma_r \, dB_r
\]
Let \( \Phi : [0,T] \times \mathbb{R} \to \mathbb{R} \) be a continuous function in \( t, x \), differentiable with continuity one time in \( t \) and twice in \( x \), having bounded derivatives.

Then \( \Phi(t, X_t) \) is again an Itô process with stochastic differential
\[
\Phi(t, X_t) - \Phi(0, X_0) = \int_0^t \partial_t \Phi(t, X_t) \, dt + \int_0^t \partial_x \Phi(t, X_t) b_r \, dr + \frac{1}{2} \int_0^t \partial_{xx} \Phi(t, X_t) \sigma_r^2 \, dr + \int_0^t \partial_x \Phi(t, X_t) \sigma_r \, dB_r. \tag{10.13}
\]

**Proof.** First note that it is enough to show (10.13) when \( \{b_t\} \) and \( \{\sigma_t\} \) are elementary processes; the general case will then follow by an approximation argument (which is however necessary in order to define the stochastic integral in the formula). Further, notice that we can take \( b \) and \( \sigma \) to be constant processes in time, since the formula (10.13) can be proved separately on each interval of the partition defining the processes. Actually, there is a common partition such that \( b \) and \( \sigma \) are constant random variables in each subinterval of the partition; with no loss of generality, we can set this time interval equal to \( [0,T] \).

Then the initial process has the form
\[
X_t = X_0 + bt + \sigma B_t, \quad t \in [0,T],
\]
where \( X_0, b \) and \( \sigma \) are \( \mathcal{F}_0 \)-measurable random variables, which means that they are independent from \( B_t, \ t \geq 0 \). Further, we shall deal with the process \( Y_t = \Phi(t, X_t) \) given by
We fix a time \( t \in [0, T] \) and a partition \( \pi = \{ 0 = t_0 < t_1 < \cdots < t_{n+1} = t \} \) with modulus

\[
|\pi| = \max_{0 \leq k \leq n} |t_{k+1} - t_k|.
\]

We have

\[
Y_t - Y_0 = \sum_{k=0}^{n} \Phi(t_{k+1}, X(t_{k+1})) - \Phi(t_k, X(t_k)).
\]

Applying Taylor’s formula to \( \Phi \), we find that there exists numbers \( 0 \leq d_k, d_k' \leq 1 \) such that

\[
\Phi(t_{k+1}, X(t_{k+1})) - \Phi(t_k, X(t_k)) = \partial_t \Phi(t_k + d_k(t_{k+1} - t_k), X(t_k))[t_{k+1} - t_k] + \partial_x \Phi(t_k, X(t_k))[X(t_{k+1}) - X(t_k)]
\]

\[
+ \frac{1}{2} \partial_{xx} \Phi(t_k, X(t_k) + d_k'(X(t_{k+1}) - X(t_k)))[X(t_{k+1}) - X(t_k)]^2.
\]

Thanks to the continuity of the functions \( \partial_t \Phi, \partial_{xx} \Phi \) and the continuity of the trajectories of \( \{X_t\} \), we get, \( \omega \) a.s.,

\[
\max_{1 \leq k \leq n} \max_{0 < d_k < 1} |\partial_t \Phi(t_k + d_k(t_{k+1} - t_k), X(t_k)) - \partial_t \Phi(t_k, X(t_k))| \to 0,
\]

as \( |\pi| \to 0^+ \) and

\[
\max_{1 \leq k \leq n} \left| \partial_{xx} \Phi(t_k, X(t_k) + d_k'(X(t_{k+1}) - X(t_k)))[X(t_{k+1}) - X(t_k)] - \partial_{xx} \Phi(t_k, X(t_k)) \right| \to 0,
\]

as \( |\pi| \to 0^+ \). If we set in the previous expressions \( d_k = 0, d_k' = 0 \), we introduce an error which becomes negligible in the limit as \( |\pi| \to 0^+ \). Write

\[
Y_t - Y_0 = \sum_{k=0}^{n} \Phi(t_{k+1}, X(t_{k+1})) - \Phi(t_k, X(t_k)) = \sum_{k=0}^{n} \partial_t \Phi(t_k, X(t_k))[t_{k+1} - t_k] + \sum_{k=0}^{n} \partial_x \Phi(t_k, X(t_k))[X(t_{k+1}) - X(t_k)]
\]

\[
+ \sum_{k=0}^{n} \frac{1}{2} \partial_{xx} \Phi(t_k, X(t_k))[X(t_{k+1}) - X(t_k)]^2.
\]

Passing to the limit as \( |\pi| \to 0^+ \),

\[
\sum_{k=0}^{n} \partial_t \Phi(t_k, X(t_k))[t_{k+1} - t_k] \to \int_0^t \partial_t \Phi(s, X_s) \, ds, \ \omega \text{ a.s.}
\]

and also
\[
\sum_{k=0}^{n} \partial_x \Phi(t_k, X(t_k))[X(t_{k+1}) - X(t_k)]
\rightarrow \int_0^t \partial_x \Phi(s, X_s) b(s) \, ds + \int_0^t \partial_x \Phi(s, X_s) \sigma \, dB_s \quad \text{in } L^2(\Omega). \tag{10.15}
\]

It remains to treat the last term. Notice that
\[
[X(t_{k+1}) - X(t_k)]^2 = b^2(t_{k+1} - t_k)^2 + 2b\sigma(t_{k+1} - t_k)(B(t_{k+1}) - B(t_k)) + \sigma^2(B(t_{k+1}) - B(t_k))^2
\]
then we substitute this formula to get
\[
\frac{1}{2} \sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))[X(t_{k+1}) - X(t_k)]^2 = \frac{1}{2} b^2 \sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))(t_{k+1} - t_k)^2
\]
\[
+ b\sigma \sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))(t_{k+1} - t_k)(B(t_{k+1}) - B(t_k))
\]
\[
+ \frac{1}{2} \sigma^2 \sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))(B(t_{k+1}) - B(t_k))^2.
\]

The continuity of \(\partial_{xx} \Phi\) and the continuity of trajectories of \(\{B_t\}\) imply that the first two sums converge to \(0\), \(\omega\) a.s., as \(|\pi| \to 0^+\). Finally, we are lead to prove that
\[
\sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))(B(t_{k+1}) - B(t_k))^2 \to \int_0^t \partial_{xx} \Phi(s, X_s) \, ds.
\]

Recall that we are assuming that \(\partial_{xx} \Phi(s, x)\) is bounded in \([0, T] \times \mathbb{R}\). It is enough to show that, as \(|\pi| \to 0^+\),
\[
S_\pi := \sum_{k=0}^{n} \partial_{xx} \Phi(t_k, X(t_k))[(B(t_{k+1}) - B(t_k))^2 - (t_{k+1} - t_k)] \to 0 \quad \text{in } L^2(\Omega).
\]

Let, for any \(k = 1, \ldots, n\) \(\epsilon_k = (B(t_{k+1}) - B(t_k))^2 - (t_{k+1} - t_k)\); they define a Gaussian family of independent random variables, centered and with variance
\[
\mathbb{E}[\epsilon_k^2] = 2(t_{k+1} - t_k)^2.
\]

Moreover, for each \(k\), \(\epsilon_k\) is independent from \(\partial_{xx} \Phi(t_k, X(t_k))\). It follows that for a given sequence of partitions converging to zero: \(|\pi| \to 0^+\), the random variables \(S_\pi\) have zero mean and converge to \(0\) in \(L^2(\Omega)\), i.e.,
\[
\mathbb{E}(S_\pi^2) \leq 2\|\partial_{xx} \Phi\|_\infty \sum_{k=0}^{n} (t_{k+1} - t_k)^2 \leq 2t|\pi| \|\partial_{xx} \Phi\|_\infty \to 0. \tag{10.16}
\]

Note that, eventually passing to a subsequence of partitions \((\pi_n)\) of \([0, t]\) such that \(|\pi_n| \to 0\) as \(n \to \infty\), we may assume that the limits in (10.15) and (10.16) are limit a.s. as \(n \to \infty\). This completes the proof.
\(\Box\)
Remark 10.13. There is a simple way to remember and use Itô formula. Let $dX_t = b_t dt + \sigma_t dB_t$; to compute $d\Phi(t, X_t)$ we write Taylor’s formula for $\Phi(t + dt, X_t + dX_t)$ in a neighborhood of $(t, X_t)$ to get

$$d\Phi(t, X_t) = \partial_t \Phi(t, X_t) dt + \partial_x \Phi(t, X_t) dX_t + \frac{1}{2} \partial_{xx} \Phi(t, X_t) d(X^2)_t.$$ 

It remains to understand the term $d(X^2)_t$: we have

$$d(X^2)_t = b_t^2 (dt)^2 + \sigma_t^2 (dB_t)^2 + 2 \sigma_t b_t dt dB_t.$$ 

Neglleting infinitesimal terms of order greater than one: $(dt)^2$ and $dt dB_t$, and substituting $(dB_t)^2$ with $dt$, we arrive at Itô formula

$$d\Phi(t, X_t) = \left[ \partial_t \Phi(t, X_t) + b_t \partial_x \Phi(t, X_t) + \frac{1}{2} \sigma_t^2 \partial_{xx} \Phi(t, X_t) \right] dt + \sigma_t \partial_x \Phi(t, X_t) dB_t.$$ 

### 10.5 Multidimensional Itô integral

Let $\{W_t, t \geq 0\}$ be a $d$-dimensional standard Brownian motion; we assume that $W$ is defined on a probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$ equipped with a filtration $\{\mathcal{F}_t\}$ which satisfies the standard assumptions. We put $W_t = (W^1_t, \ldots, W^d_t)$. The aim is to define

$$\int_0^t \Phi(s) dW_s, \quad t \geq 0,$$

where $\Phi$ is a stochastic processes taking values in the space $L(\mathbb{R}^d, \mathbb{R}^n)$ of linear operators from $\mathbb{R}^d$ into $\mathbb{R}^n$.

**Definition 10.14.** We say that $\Phi = (\phi_{ij}), i = 1, \ldots, n, j = 1, \ldots, d$, belongs to $M^p(0, T; L(\mathbb{R}^d, \mathbb{R}^n))$ if, for any $i$ and $j$, the process $\{\phi_{ij}(s), s \in [0, T]\}$ is progressively measurable and

$$\mathbb{E} \int_0^T |\phi_{ij}(s)|^p ds < +\infty.$$ 

The construction can be carried over like in Section 10.1. For $\Phi \in M^2(0, T; L(\mathbb{R}^d, \mathbb{R}^n))$ we have that

$$\int_0^T \Phi(s) dW(s) = \left( \sum_{j=1}^d \int_0^T \Phi_{ij}(s) dW^j_s \right)_i, \quad i = 1, \ldots, n$$

is a $n$-dimensional random variable; using the one dimensional results, it is clear that the mapping

$$t \mapsto \int_0^t \Phi(s) dW(s)$$

is a continuous martingale.
**Problem 10.7.** Prove that for real processes $X_1, X_2 \in M^2(0, T)$ and independent Brownian motions $W^1$ and $W^2$, it holds

$$E \left[ \left( \int_0^T X_1(s) dW^1_s \right) \left( \int_0^T X_2(s) dW^2_s \right) \right] = 0. \quad (10.17)$$

*Hint:* start with elementary processes then use density.

**Lemma 10.15.** For $\Phi \in M^2(0, T; L(\mathbb{R}^d, \mathbb{R}^n))$ we have the following isometry formula

$$E \left| \int_0^t \Phi(s) dW(s) \right|^2 = E \int_0^t \|\Phi(s)\|_{HS}^2 ds, \quad (10.18)$$

where for any operator $\Phi \in L(\mathbb{R}^d, \mathbb{R}^n)$,

$$\|\Phi\|_{HS}^2 = \sum_{i=1}^m \sum_{j=1}^d |\phi_{ij}|^2.$$

**Remark 10.16.** We can also notice that the norm $\| \cdot \|_{HS}$ can be equivalently described as $\|\Phi\|_{HS}^2 = \text{Tr} \Phi \Phi^*$ or $\|\Phi\|_{HS}^2 = \sum_{j=1}^d |\Phi e_j|^2$, where $\{e_1, \ldots, e_d\}$ is any orthonormal basis of $\mathbb{R}^d$.

**Proof.** Let $X_t$ the $n$-dimensional random variable

$$X_t = \int_0^t \Phi(s) dW(s);$$

the idea is to use the covariance matrix $\Gamma$ and in particular the relation

$$E|X_t|^2 = \text{Tr} \Gamma. \quad (10.19)$$

Thus the first step is to compute the covariance matrix:

$$\Gamma_{ij} = E \left[ \left( \int_0^t \sum_{k=1}^d \phi_{ik}(s) dW^k_s \right) \left( \int_0^t \sum_{h=1}^d \phi_{jh}(s) dW^h_s \right) \right]$$

but, using (10.17), all the elements outside the diagonal $h = k$ disappears, and it remains

$$\Gamma_{ij} = \sum_{k=1}^d E \left[ \int_0^t \phi_{ik}(s)\phi_{jk}(s) ds \right].$$

Now, summing on the diagonal $i = j$, we get (10.18).

$\square$

Next result provides the actual form of Doob’s estimate for the multidimensional stochastic integral.
Lemma 10.17. For $\Phi \in M^2(0, T; L(\mathbb{R}^d, \mathbb{R}^n))$ we have the following estimate

$$E \left[ \sup_{t \in [0, T]} \left| \int_0^t \Phi(s) \, dW(s) \right|^2 \right] \leq 4E \int_0^T \|\Phi(s)\|_{HS}^2 \, ds. \quad (10.20)$$

Proof. We compute the norm and obtain

$$E \left[ \sup_{t \in [0, T]} \left| \int_0^t \Phi(s) \, dW(s) \right|^2 \right] = E \left[ \sup_{t \in [0, T]} \sum_{i=1}^n \left| \int_0^t \sum_{j=1}^d \phi_{ij}(s) \, dW^j_s \right|^2 \right]$$

$$= \sum_{i=1}^n E \left[ \sup_{t \in [0, T]} \left| \int_0^t \sum_{j=1}^d \phi_{ij}(s) \, dW^j_s \right|^2 \right]$$

Each term of the sum is bounded by Doob’s theorem 4.24

$$E \left[ \sup_{t \in [0, T]} \left| \int_0^t \sum_{j=1}^d \phi_{ij}(s) \, dW^j_s \right|^2 \right] \leq 4E \left| \int_0^T \sum_{j=1}^d \phi_{ij}(s) \, dW^j_s \right|^2 = 4E \int_0^T \sum_{j=1}^d |\phi_{ij}(s)|^2 \, ds$$

Putting together this estimates we obtain

$$E \left[ \sup_{t \in [0, T]} \left| \int_0^t \Phi(s) \, dW(s) \right|^2 \right] \leq 4E \left[ \sum_{i=1}^n \sum_{j=1}^d \int_0^T |\phi_{ij}(s)|^2 \, ds \right].$$

□

10.5.1 Multidimensional Itô’s formula

Assume we are given a $n$-dimensional Itô stochastic process, defined by the Itô differential

$$dX_t = b(t) \, dt + \sigma(t) \, dW_t \quad (10.21)$$

where $\{b(t), \ t \in [0, T]\}$ is a $n$-dimensional process which belongs to $M^1(0, T; \mathbb{R}^n)$, $\{\sigma(t), \ t \in [0, T]\}$ belongs to $M^2(0, T; L(\mathbb{R}^d, \mathbb{R}^n))$ and $W$ is a $d$-dimensional Brownian motion. As in the one-dimensional case, identity (10.21) means that

$$X_t = X_0 + \int_0^t b(r) \, dr + \int_0^t \sigma(r) \, dW_r, \quad t \in [0, T].$$

The following result extends Itô theorem 10.12 to the case of multidimensional stochastic processes. We shall not give the proof, as it is a direct, lengthy extension of the one-dimensional case.
Theorem 10.18. Consider a continuous and bounded function \( u(t, x) \) defined on \([0, T] \times \mathbb{R}^n\) and taking values in \(\mathbb{R}\), such that the partial derivatives \( \partial_t u = \frac{\partial}{\partial t} u, \partial_x u = \frac{\partial}{\partial x} u\) and \( \partial^2_{x,x} u = \frac{\partial^2}{\partial x^2} u \) are continuous and bounded functions on \([0, T] \times \mathbb{R}^n\).

Then if \( \{X_t, t \in [0, T]\} \) is an \(n\)-dimensional stochastic process, defined by the Itô differential (10.21), the process

\[
Y_t = u(t, X_t), \quad t \in [0, T],
\]

\(Y\) is a one-dimensional stochastic process with stochastic differential

\[
dY_t = \left( \partial_t u(t, X_t) + \sum_{i=1}^n b_i(t) \partial_{x_i} u(t, X_t) \right) dt + \sum_{i=1}^n \sum_{l=1}^d \sigma_i(t) \sigma_l(t) \partial^2_{x_i,x_l} u(t, X_t) dW^l_t. \quad (10.22)
\]

Remark 10.19. Define the gradient

\[
\nabla u = (\partial_{x_1} u, \ldots, \partial_{x_n} u)
\]

and the Hessian matrix

\[
\nabla^2 u = \left( \partial^2_{x_i,x_j} u \right)_{i,j=1, \ldots, n}.
\]

Then using also the inner product \(\langle \cdot, \cdot \rangle\) in \(\mathbb{R}^n\), we can write Itô’s formula (10.22) in the form

\[
dY_t = \left( \partial_t u(t, X_t) + \langle b(t), \nabla u(t, X_t) \rangle \right) dt + \langle \nabla u(t, X_t), \sigma(t) dW_t \rangle.
\]

Remark 10.20. The case \( u : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^k \), which implies that \( Y_t = u(t, X_t) \) is a \(k\)-dimensional vector, can be handled easily by the application of formula (10.22) on every component.

An interesting application of the previous theorem concerns the case \( u(x, y) = xy \). Suppose that \(X\) and \(Y\) are real Itô processes

\[
dX_t = b_t \, dt + \sigma_t \, dB_t, \quad dY_t = c_t \, dt + \theta_t \, dB_t
\]

defined on a stochastic basis on which it is defined a real Brownian motion \( \{B_t\} \). Assume for simplicity that the real processes \( b = \{b_t, t \in [0, T]\}, c = \{c_t, t \in [0, T]\}, \sigma = \{\sigma_t, t \in [0, T]\} \) and \( \theta = \{\theta_t, t \in [0, T]\} \) belong to \(L^\infty([0, T] \times \Omega)\). Applying Itô formula to \( u (\mathbb{R}) \), we have:

\[
d(X_t Y_t) = X_t \, dY_t + Y_t \, dX_t + \sigma_t \theta_t \, dt
\]

\[
= (X_t c_t + Y_t b_t + \sigma_t \theta_t) \, dt + (X_t \theta_t + Y_t \sigma_t) \, dB_t.
\]

This formula is an integration by parts rule for stochastic calculus. In integral form it is

\[\text{to be precise, we should first apply Itô formula to the functions } u_\epsilon(x, y) = xe^{-\epsilon(x^2+y^2)}, \text{ for every } \epsilon > 0, \text{ and then pass to the limit as } \epsilon \to 0^+\]
\[ X(t)Y(t) = X(0)Y(0) + \int_0^t X(s) \, dY(s) + \int_0^t Y(s) \, dX(s) + \int_0^t \sigma_s \theta_s \, ds. \]

Comparing with the similar formula for deterministic integrals, we notice the additional (Itô) term \( \sigma_t \theta_t \, dt \).
Stochastic differential equations with additive noise

Let us start with a simplified physical model in which stochastic differential equations appear in a natural way (see also Flandoli [Fl93] and Klebaner [Kl99]).

We consider a microscopic particle moving in a bidimensional fluid. For simplicity, we only deal with one component of the position vector of the particle. If \( X(t) \) denotes the position of the particle at time \( t \), its shift between \( t \) and \( t + \Delta t \) will be indicated by \( \Delta X = X(t + \Delta t) - X(t) \). We can express \( \Delta X \) in the following way:

\[
X(t + \Delta t) - x = b(t, X(t)) \Delta t + \sigma(t, X(t))(B(t + \Delta t) - B(t)),
\]

where \( b \) and \( \sigma \) are (regular) functions and \( B(t) \) denotes a Brownian motion (or more precisely, a trajectory of a Brownian motion).

Recalling the physical interpretation of Brownian motion (as elaborated by Einstein and Smoluchowski at the beginning of 1900) we know that the term \( \sigma(t, x)(B(t + \Delta t) - B(t)) \) indicates the random movement of the particle in the time interval \((t, t + \Delta t)\) due to the collisions with the molecules of the fluid \( \sigma(t, x) \) measures the effect of temperature of fluid in point \( x \) at time \( t \). On the other hand, \( b(t, x) \Delta t \) measures the shift of the particle due to the motion of the fluid, whenever we indicate with \( b(t, x) \) the velocity of fluid in point \( x \) at time \( t \).

We say that \( b \) is the drift coefficient and \( \sigma \) the diffusion coefficient. Passing to the limit as \( \Delta t \to 0^+ \), we find (formally) the equation

\[
dX(t) = b(t, X(t)) \, dt + \sigma(t, X(t)) \, dB_t, \quad t > 0,
\]

(11.1)

usually endowed with an initial condition \( X_0 = z \in \mathbb{R} \). It is not clear how to give a meaning to equation (11.1). Indeed, we can not simply divide by \( dt \) and argue “\( \omega \) by \( \omega \)” since the “white noise” \( dB_t \) is not defined in that sense (remember that trajectories of \( B(t) \) are not differentiable, a.s.).

To give a meaning to expression (11.1), Itô proposed to consider it in an integral sense, i.e., to treat

\[
X_t = z + \int_0^t b(s, X_s) \, ds + \int_0^t \sigma(s, X_s) \, dB_s, \quad t \geq 0.
\]

(11.2)

As already mentioned, Itô gave a precise meaning to the stochastic integral \( \int_0^t \sigma(s, X_s) \, dB_s \) as a limit in \( L^2(\Omega) \) of “elementary stochastic integrals”. Nowadays, stochastic differential equations are
an important part of probability theory. Examples and applications can be found in many books: for instance, we refer to [KS88], [IW81], [EK86], [SV79], [Kr95].

In this lecture we will treat stochastic differential equations with additive noise, i.e., \( \sigma \) does not depend on \( t \) and \( x \). Hence we are concerned with equation like

\[
dX_t = b(X_t) \, dt + \sigma \, dB_t.
\]

The point here is the choice of \( \sigma \) independent from \( X_t \); the fact that \( b \) does not depend on \( t \) is not a crucial simplification, but it is done only to simplify the statements and notation.

To prove existence and uniqueness for stochastic equations with additive noise the Itô integral is not needed. However, stochastic equations with additive noise give a useful introduction to the more general equations (11.2), which are called stochastic equations with multiplicative noise. As mentioned in Lecture 6, solutions to stochastic differential equations are an important class of diffusion processes; we shall return on this aspect in the following lectures.

11.1 Preliminaries

In this section we shall consider stochastic differential equations with additive noise, i.e., equations of the following kind

\[
\begin{aligned}
\text{d}X_t &= b(X_t) \, \text{d}t + \sigma \, \text{d}B_t, \\
X_s &= x, \quad t \in [s,T],
\end{aligned}
\]  

(11.3)

where \( \{B_t, \ t \geq 0\} \) is a fixed \( d \)-dimensional Brownian motion, defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \geq 0\}, \mathbb{P})\), satisfying the usual assumptions. Recall that, in particular, \( \{\mathcal{F}_t\} \) can be the natural completed filtration generated by the process \( \{B_t\} \).

Here \( \sigma \) is a given real \( n \times d \) matrix and \( b : \mathbb{R}^n \to \mathbb{R}^n \) is a given Borel measurable function.

**Definition 11.1.** A continuous process \( \{X_t, \ t \in [s,T]\} \), defined and adapted on \((\Omega, \mathcal{F}, \{\mathcal{F}_t, \ t \in [s,T]\}, \mathbb{P})\) and taking values in \( \mathbb{R}^n \), is a (pathwise) solution for equation (11.3) if for all \( t \geq s \geq 0 \) it holds, almost surely,

\[
X_t - x = \int_s^t b(X_r) \, \text{d}r + \sigma (B_t - B_s), \quad t \in [s,T].
\]  

(11.4)

Sometimes, we write \( X(t; s, x) \) or \( X_t^{s,x} \) to denote explicitly the dependence of the solution on the initial conditions \( s \) and \( x \).

Notice that the trajectories of the solution \( \{X_t\} \) have the same regularity of those of Brownian motion. In particular these trajectories are not differentiable almost surely.

We start by mentioning a basic result concerning the case of (globally) Lipschitz continuous coefficients \( b \).

**Theorem 11.2.** Let \( b : \mathbb{R}^n \to \mathbb{R}^n \) satisfy a Lipschitz condition

\[
|b(x_0) - b(x_1)| \leq L|x_0 - x_1|, \quad \forall x_0, \ x_1 \in \mathbb{R}^n.
\]  

(11.5)

Then, for each initial condition \( x \in \mathbb{R}^n \), there exists a unique solution \( \{X_t\} \) of problem (11.3).
We shall not go, for the moment, in the proof of the theorem. In fact, this result follows directly as a corollary from Theorem 11.5 below. Moreover the previous result will be also generalized in the following lectures when we shall consider stochastic differential equations (SDEs for short) with multiplicative noise and Lipschitz continuous coefficients.

11.2 Existence and uniqueness under monotonicity conditions

Since, with probability 1, sample paths of the Brownian motion are continuous functions, we may consider equation (11.3) in a pathwise sense by searching a solution “ω by ω”; thus, equation (11.3) is transformed in a family of ordinary differential equations depending on the parameter ω. As we shall discuss, this approach has a drawback, namely that it will be necessary to prove adaptedness of the solution process. Moreover this approach of arguing “ω by ω” can not be used for general stochastic differential equations with multiplicative noise, where Itô integrals (as opposite to Wiener integrals) are in charge of being used.

We present now a result of existence and uniqueness for the solutions of (11.3) under the following assumptions.

Hypothesis 11.3. The mapping b satisfies the following assumptions
(i) $b \in C^1(\mathbb{R}^n, \mathbb{R}^n)$.
(ii) There exists a constant $K > 0$ such that

$$\langle b(x + y) - b(y), x \rangle \leq K(1 + |x|^2), \quad x, y \in \mathbb{R}^n, \quad (11.6)$$

where $\langle \cdot, \cdot \rangle$ and $|\cdot|$ denote the scalar product and the euclidean norm in $\mathbb{R}^n$.

Let us discuss the above assumptions.

Remark 11.4. (a) Condition (i) can be generalized, by requiring that the mapping b is locally Lipschitz. Also, condition (ii) is a monotonicity condition, which is used in the theory of ordinary differential equations in order to assure the existence of a maximal solution for all times.

(b) If condition (i) holds, and, in addition, b is a Lipschitz continuous mapping on $\mathbb{R}^n$ (hence $L = \sup_{x\in\mathbb{R}^n} |Db(x)| < \infty$, where $Db$ stands for the Jacobian matrix of b) then also (ii) is satisfied, with $K = L$. Actually, it holds

$$\langle b(x + y) - b(y), x \rangle \leq L|x|^2, \quad x, y \in \mathbb{R}^n.$$  

Hence the assumptions of Theorem 11.2 are a special case of Hypothesis 11.3.

(c) In dimension $n = 1$, if b is of class $C^1(\mathbb{R})$ then condition (ii) holds provided that $\sup_{x\in\mathbb{R}} b'(x) = k < \infty$.

As an example, consider the equation

$$dX_t = (aX - X^3)dt + dB_t, \quad X_0 = x \in \mathbb{R}, \quad t \geq 0,$$

for some constant $a \in \mathbb{R}$. 
Theorem 11.5. Under Hypothesis 11.3, for every \( x \in \mathbb{R}^n \), there exists a unique solution \( \{X_t^{s,x}, \ t \geq s\} \) of equation (11.3).

Further, for every \( T > s \), it holds

\[
\sup_{t \in [s,T]} \mathbb{E}|X_t^{s,x}|^2 = C_T(x) < \infty.
\] (11.7)

To prove the result we shall consider the integral equation (11.4) as a deterministic equation with a continuous perturbation \( B_t(\omega) \), for fixed \( \omega \); in this way, we can rely on some analytic tools, that we recall below. On the other hand, this approach requires some extra work in order to prove that the solution is \( \mathcal{F}_t \)-adapted.

The proof of the uniqueness for the solution relies on the following well known result.

Lemma 11.6 (Gronwall’s Lemma). Consider a continuous function \( v : [s, T] \to \mathbb{R} \) and constants \( c, d \geq 0 \). If, for every \( t \in [s, T] \), it holds

\[
v(t) \leq c + d \int_s^t v(s) ds
\]

then

\[
v(t) \leq ce^{d(T-s)}, \quad t \in [s, T].
\]

Further, next lemma will be useful in the proof of existence of the solution.

Lemma 11.7. Let \( f : [s, \infty) \to \mathbb{R}^n \) be a continuous function, \( s \in \mathbb{R} \). Suppose that \( b \in C^1(\mathbb{R}^n, \mathbb{R}^n) \) verifies condition (11.6) and consider the integral equation below in the space of continuous functions from \( [s, \infty) \) into \( \mathbb{R}^n \):

\[
u(t) = f(t) + \int_s^t b(u(r)) dr, \quad t \geq s.
\] (11.8)

(1) There exists a unique solution \( u \) for problem (11.8) on \( [s, \infty) \);
(2) assume further that \( b \) is a Lipschitz function on \( \mathbb{R}^n \). Then the following Picard’s iteration scheme

\[
u_0(t) = f(t), \quad \nu_{n+1}(t) = f(t) + \int_s^t b(\nu_n(r)) dr, \quad t \geq s, \ n \in \mathbb{N},
\]

converges to the solution \( u \), uniformly on every bounded interval \( [s, T], T > s \).

Proof. We prove (1). Setting \( v(t) := u(t) - f(t) \), we search for a \( C^1 \)-function \( v \) which verifies

\[
v(t) = \int_s^t b(v(r) + f(r)) dr, \quad t \geq s.
\] (11.9)

We write the above equation as a Cauchy problem

\[
\begin{cases}
\dot{v}(t) = b(v(t) + f(t)), \\
v(s) = 0.
\end{cases}
\]
Since $F(t,x) := b(x + f(t))$ is a $C^1$-function in the $x$ variable, it is known that there exists a unique solution $v$ for the Cauchy problem defined on a maximal interval $[s,T]$. Hence $v$ verifies (11.9) on $[s,T]$. It is also clear that
\[ u(t) := v(t) + f(t), \quad t \in [s,T], \]
is the unique solution of (11.8) in $[s,T]$. It remains to prove, using (11.6), that $T = \infty$. Taking the limit for $n \to \infty$ we get that
\[ M = \sup_{t \in [s,T]} |b(f(t))|. \]
Integrating in time on the interval $[s,t]$ we get
\[ |v(t)|^2 \leq 2C(t-s) + 2C \int_s^t |v(r)|^2 \, dr \]
and Gronwall’s Lemma implies that $|v(t)|^2 \leq 2C(T-s) e^{2C(T-s)}$, for $t \in [s,T]$. Therefore $\sup_{t \in [s,T]} |\dot{v}(t)| = R_T < \infty$ and $v(t)$ is a Lipschitz function on $[s,T]$. It follows that we can continuously extend $v$ to the closed interval $[s,T]$, and so $T = +\infty$.

Consider next the second part of the thesis. Take $T > s$. It holds, for $t \in [s,T]$,
\[
|u_1(t) - u_0(t)| \leq \int_s^t |b(f(r))| \, dr \leq B(t-s),
\]
\[
|u_2(t) - u_1(t)| \leq \int_s^t |b(u_1(r)) - b(f(r))| \, dr \leq BL \int_s^t (r-s) \, dr = B \frac{L(t-s)^2}{2},
\]
where $B = \sup_{t \in [s,T]} |b(f(t))|$. By induction we obtain
\[
|u_{n+1}(t) - u_n(t)| \leq B \frac{L^n(t-s)^{n+1}}{(n+1)!}, \quad t \in [s,T], \quad n \in \mathbb{N}.
\]
Thus $u_{n+1}(t) = f(t) + \sum_{k=0}^{n} (u_{k+1}(t) - u_k(t))$ converges uniformly on $[s,T]$ to a continuous function $u$.
Taking the limit for $n \to \infty$ in the equation
\[ u_{n+1}(t) = f(t) + \int_s^t b(u_n(r)) \, dr \]
we get that $u$ is the solution of problem (11.8) for all $t \geq s$. \qed
Proof of Theorem 11.5.

For simplicity of notation, we only give the proof when $s = 0$.

(Uniqueness) Assume that there exists two solutions $\{X_t\}$ and $\{Y_t\}$. For almost every $\omega$, for every $T > 0$, we have

$$|X_t(\omega) - Y_t(\omega)| \leq \int_0^t |b(X_s(\omega)) - b(Y_s(\omega))| ds \leq c \int_0^t |X_s(\omega) - Y_s(\omega)| ds,$$

for $t \in [0, T]$, where $c$ is the Lipschitz constant of the mapping $b$ on the closed ball $B(0, R)$ of radius $R = R(\omega) = \max_{t \in [0, T]} (|X_t(\omega)| + |Y_t(\omega)|)$. From Gronwall’s Lemma we deduce that $X_t(\omega) = Y_t(\omega)$, for almost every $\omega$, and the uniqueness follows from the arbitrariness of $T$ and of $\omega$.

In the same way we can prove that uniqueness holds on any stochastic interval $[0, T(\omega)]$. In other words, assume that $\{X_t\}$ and $\{Y_t\}$ are solutions to (11.4) on $[0, T(\omega)]$, then $X_t(\omega) = Y_t(\omega)$, $t \in [0, T(\omega)]$, almost surely.

(Existence) At first, we shall prove that for almost every $\omega$ there exists a solution $\{X_t(\omega), t \geq 0\}$ for (11.4); in order to simplify the notation, we shall not state the dependence on the initial condition $x$.

The existence of a pathwise solution follows by using Lemma 11.7 with

$$f(t) = x + \sigma B_t(\omega)$$

for almost every $\omega$.

We shall prove now that $\{X_t\}$ is adapted to the filtration $\{\mathcal{F}_t\}$, i.e., that $X_t : (\Omega, \mathcal{F}_t) \to \mathbb{R}^n$ is a measurable mapping for each $t > 0$.

This is certainly the case if $b$ is a Lipschitz continuous function on $\mathbb{R}^n$. Indeed, in that case we have that $X_t(\omega)$ is almost surely in $\omega$ – the limit of the Picard approximation processes $\{X_n(t), t \geq 0\}$

$$\begin{cases}
X_0(t) = x + \sigma B_t, \\
X_{n+1}(t) = x + \sigma B_t + \int_0^t b(X_n(s)) ds & t \geq 0, \ n \in \mathbb{N},
\end{cases}$$

the limit being uniform in bounded intervals $[0, T]$: see part (2) of Lemma 11.7. It is easily seen that the approximation processes $\{X_n(t), t \geq 0\}$ are $\mathcal{F}_t$-adapted, and so the above stated convergence implies that also the limit process $\{X_t, t \geq 0\}$ is $\mathcal{F}_t$-adapted.

Assume next that $b$ is just a locally Lipschitz mapping satisfying the assumptions. We introduce some Lipschitz continuous approximations $\{b_k\}$ for $b$:

$$b_k(x) = \begin{cases} b(x), & \text{if } |x| \leq k, \\
 b(k|x|), & \text{if } |x| > k. \end{cases}$$

For every $k$, the mapping $b_k$ is bounded and Lipschitz continuous, hence there exists a unique (global) solution for the stochastic differential equation

$$\begin{cases}
\text{d}X_t^k = b_k(X_t^k) \text{d}t + \sigma \text{d}B_t, \\
X_0 = x \in \mathbb{R}^n, \ t \geq 0, \ k \in \mathbb{N}. 
\end{cases}$$
From the above discussion we have that the solution \( \{X^k_t, \ t \geq 0\} \) is \( \mathcal{F}_t \)-adapted.

The proof will be complete once we prove that the sequence \( X^k_t = X_k(t) \) converges to \( X_t \) almost surely, for every \( t \geq 0 \), i.e.,

\[
\lim_{k \to \infty} X^k_t(\omega) = X_t(\omega). \tag{11.10}
\]

The above convergence can be stated as follows: for given \( t_0 \geq 0 \) and for every \( \omega \), for every \( \varepsilon > 0 \) there exists \( k_0 = k_0(\omega) \) such that for all \( k \geq k_0 \), \( |X^k_t(\omega) - X_t(\omega)| < \varepsilon \).

We check (11.10) for every trajectory \( \omega \) such that \( t \mapsto X_t(\omega) \) is a continuous mapping (we already know that this happens with probability 1). Let us consider the number \( N = N(\omega) > \sup_{t \in [0, t_0]} |X_t(\omega)| \).

By construction, it holds

\[
X_t(\omega) - x = \int_0^t b(X_s(\omega)) \, ds + \sigma B_t(\omega) = \int_0^t b_N(X_s(\omega)) \, ds + \sigma B_t(\omega), \quad t \in [0, t_0].
\]

Then, the uniqueness of the solution implies that \( X_t(\omega) = X^N_t(\omega) \) for all \( t \in [0, t_0] \), but also \( X_t(\omega) = X^k_t(\omega), \ t \in [0, t_0] \), for every \( k \geq N \). Hence the convergence in (11.10) holds. Actually, we have proved even more, i.e., the convergence is uniform in time on every bounded interval \([0, t_0]\), almost surely:

\[
\lim_{k \to \infty} \sup_{t \in [0, t_0]} |X^k_t(\omega) - X_t(\omega)| = 0. \tag{11.11}
\]

(Estimate (11.7)) The last part of the proof is concerned with the estimate (11.7). The key ingredient in the proof will be Itô formula, applied to the approximating processes \( \{X^k_t\} \).

At first, one shall control that these processes belong to \( M^2(0, T; \mathbb{R}^n) \) for arbitrary \( T > 0 \); Since \( b_k \) is a bounded Lipschitz continuous mapping, we obtain, for any \( k \geq 1 \), a.s.,

\[
|X^k_t|^2 \leq 3|x|^2 + 3t^2\|b_k\|_2^2 + 3\|\sigma\|_2^2 |B_t|^2
\]

and so

\[
\mathbb{E}|X^k_t|^2 \leq C_{T,k}(1 + |x|^2).
\]

Hence we find

\[
\mathbb{E} \int_0^T |X^k_t|^2 \, dt < \infty,
\]

for every \( T > 0 \) and \( k \in \mathbb{N} \) and this gives that \( \{X^k_t\} \in M^2(0, T; \mathbb{R}^n) \), for any \( T > 0, k \in \mathbb{N} \).

We shall apply Itô formula to the function \( f(x) = |x|^2 \) and the process \( \{X^k_t, \ t \geq 0\} \)

\[
f(X^k_t) - f(x) = \int_0^t \left[[Df(X^k_s), b_k(X^k_s)] + \frac{1}{2} \text{Tr}(\sigma \sigma^* D^2 f(X^k_s))\right] \, ds + \int_0^t \langle Df(X^k_s), \sigma \, dB_s \rangle.
\]

As already noticed at the end of previous lecture, \( \text{a priori} \) it would not be possible to apply Itô formula to \( f \), which does not belong to \( C^2_b(\mathbb{R}^n) \); however, we can use an approximation procedure, working first with \( |x|^2 e^{-|x|^2/2} \) and then sending \( \varepsilon \) to 0, as already stated in last lecture. At the end, we get

\[
|X^k_t|^2 = |x|^2 + \int_0^t [2\langle X^k_s, b_k(X^k_s) \rangle + \text{Tr}(\sigma \sigma^*)] \, ds + 2 \int_0^t \langle X^k_s, \sigma dB_s \rangle \tag{11.12}
\]
t \geq 0, \ k \in \mathbb{N}. \text{ We show below two different ways of independent interest to conclude the proof.}

**First conclusion.** We leave as an exercise to show that there exists a constant \( L > 0 \) (independent from \( k \in \mathbb{N} \)) such that
\[
\langle b_k(x), x \rangle \leq L(1 + |x|^2), \quad x \in \mathbb{R}^n, \ k \in \mathbb{N}. \quad (11.13)
\]

Taking expectation in (11.12) the stochastic integral disappears, hence we obtain
\[
E|X_t^k|^2 = |x|^2 + 2E \int_0^t \langle X_s^k, b_k(X_s^k) \rangle \, ds + t \text{Tr}(\sigma \sigma^*)
\]
\[
\leq |x|^2 + T \text{Tr}(\sigma \sigma^*) + 2LE \int_0^t (1 + |X_s^k|^2) \, ds, \quad t \in [0, T].
\]

By an application of Gronwall’s lemma there exists a constant \( C_T(x) = (|x|^2 + 2LT + T \text{Tr}(\sigma \sigma^*))e^{2LT}, \) independent of \( k \in \mathbb{N}, \) such that
\[
E|X_t^k|^2 \leq C_T(x), \quad t \in [0, T].
\]

If we apply Fatou’s lemma we get
\[
E|X_t|^2 = E[\lim \inf_{k \to \infty} |X_t^k|^2] \leq \lim \inf_{k \to \infty} E|X_t^k|^2 \leq C_T(x), \quad t \in [0, T],
\]
which implies the thesis.

**Second conclusion.** In the following, we show an interesting application of stopping times which allows to prove estimate (11.7). This method can be generalized to other kind of stochastic differential equations.

Take a constant \( k_0 \in \mathbb{N} \) large enough to satisfy \(|x| < k_0, \) where \( x \) is the initial condition in (11.3); for every \( k \geq k_0 \) we define the stopping times
\[
\tau_k(\omega) = \inf_{t \geq 0} \{ \omega \in \Omega : |X_t^k(\omega)| = k \}
\]
with the usual convention that \( \tau_k(\omega) = +\infty \) if \( \{ \cdot \} = \emptyset. \) \( \tau_k \) is the first passage time at level \(|x| = k \) for the process \( \{X_t^k, \ t \geq 0\}. \)

We define the stopped processes \( \{X_t^k \wedge \tau_k, \ t \geq 0\}, \) where \( x \wedge y = \min\{x, y\}. \) These are well defined, adapted processes on the stochastic basis \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\).

By the theory of stochastic integration we know that the process
\[
t \mapsto \int_0^t \langle X_s^k, \sigma \, dB_s \rangle
\]
is a \( \mathcal{F}_t \)-martingale. Corollary 4.23 states that the same holds for the stopped process
\[
t \mapsto \int_0^{t \wedge \tau_k} \langle X_s^k, \sigma \, dB_s \rangle.
\]

Since \(|X_{t \wedge \tau_k}^k| \leq k\) it holds that \( b_k(X_{t \wedge \tau_k}^k) = b(X_{t \wedge \tau_k}^k)\); we apply Itô’s formula to the process \( X_{t \wedge \tau_k}^k \) as in (11.12); taking the expectation we get
\[ \mathbb{E}|X_t^{k_{t \wedge \tau_k}}|^2 = |x|^2 + 2 \mathbb{E} \int_0^{t \wedge \tau_k} \langle X^k_s, b(X^k_s) \rangle \, ds + (t \wedge \tau_k) \text{Tr}(\sigma \sigma^\ast). \]

Hypothesis (11.6) implies that there exists a constant \( L > 0 \) such that
\[ \langle b(x), x \rangle \leq L(1 + |x|^2), \quad x \in \mathbb{R}^n \] (11.14)

see Problem 11.1. Using (11.14) we get, for \( t \in [0, T] \)
\[ \mathbb{E}|X_t^{k_{t \wedge \tau_k}}|^2 \leq |x|^2 + 2MT + T \text{Tr}(\sigma \sigma^\ast) + 2M \int_0^t \mathbb{E}|X_s^{k_{s \wedge \tau_k}}|^2 \, ds. \]

By an application of Gronwall’s lemma there exists a constant \( C_T(x) = (|x|^2 + 2LT + T \text{Tr}(\sigma \sigma^\ast))e^{2LT}, \)
independent from \( k \in \mathbb{N} \), such that
\[ \mathbb{E}|X_t^{k_{t \wedge \tau_k}}|^2 \leq C_T(x), \quad t \in [0, T]. \]

We claim that \( \lim_{k \to \infty} X_t^{k_{t \wedge \tau_k}} = X_t \) almost surely: then, an application of Fatou’s Lemma implies
\[ \mathbb{E}|X_t^t|^2 = \mathbb{E}\left[ \liminf_{k \to \infty} |X_t^{k_{t \wedge \tau_k}}|^2 \right] \leq \liminf_{k \to \infty} \mathbb{E}|X_t^{k_{t \wedge \tau_k}}|^2 \leq C_T(x), \quad t \in [0, T]. \]

and the conclusion follows.

It remains to justify the claim. It is immediate to see that \( \tau_k \) is a.s. an increasing sequence; if we prove that \( \lim_{k \to \infty} \tau_k = +\infty \), a.s., the claim follows. On the contrary, assume that \( \lim_{k \to \infty} \tau_k(\omega) = S(\omega) < \infty \) a.s.; then we should have
\[ +\infty = \lim_{k \to \infty} |X_t^{k_{\tau_k(\omega)}}(\omega)| = X_{S(\omega)}^t(\omega), \]
since \( X_t^{k}(\omega) \) converges to \( X_t(\omega) \) uniformly for \( t \in [0, S(\omega)] \), compare with (11.11). But this contradicts the fact that \( X_t \) is a global solution of (11.3). Then the claim holds and the proof is complete.

\[ \square \]

Along the same lines of the above proof, it is possible to show that the theorem holds assuming a global boundedness of \( b \), without the monotonicity assumption(11.6).

**Proposition 11.8.** Assume that \( b \in C^1(\mathbb{R}^n, \mathbb{R}^n) \) is bounded on \( \mathbb{R}^n \). Then for every initial conditions \( x \in \mathbb{R}^n \) and \( s \in \mathbb{R} \), there exists a unique global solution \( X(t; s; x) \) for equation (11.4). Moreover, for every \( T > 0 \), we have
\[ \sup_{t \in [s, T]} \mathbb{E}|X_t^{s; x}|^2 < \infty. \]

In particular,
\[ \int_s^T \mathbb{E}|X_t^{s; x}|^2 \, ds < \infty. \]

**Proof.** It is sufficient to adapt the proof of Theorem 11.5. Notice the following points:
1. If\[
\sup_{x \in \mathbb{R}^n} |b(x)| = M < \infty,
\]
it holds that \(|v(t)| = |b(v(t) + f(t))| \leq M\), therefore \(v(t) - v(s) \leq M(t - s)\) for \(t \in [s, T]\) and it is possible to extend \(v\) by continuity to \(t = T\), hence \(T = +\infty\).

2. From\[
X_t = x + \int_s^t b(X_r) \, dr + \sigma (B_t - B_s),
\]
it follows\[
\mathbb{E}|X_t|^2 \leq 3 \mathbb{E}\left(|x|^2 + M(T - s) + \|\sigma\|^2 |B_t - B_s|^2\right) \leq C_{x, T, s}, \quad t \in [s, T],
\]
which shows the thesis.

Problem 11.1. Show that (11.13) holds with \(L = 2(K + |b(0)|)\), where \(K\) is the constant from hypothesis (11.6).

Hint: consider separately the two cases \(|x| \leq k\) and \(|x| > k\). Show that the same estimate holds with \(b_k\) replaced by \(b\).

Problem 11.2. Show that Theorem 11.5 can be proved more generally when \(x \in \mathbb{R}^n\) is replaced by a random variable \(\eta \in L^2(\Omega; \mathbb{R}^n)\) which is \(\mathcal{F}_s\)-measurable.

Problem 11.3. Notice that equation (11.3) can be solved –again in a pathwise sense– also in cases when the Brownian motion \(\{B_t\}\) is replaced by some other stochastic process, suitably regular.

In particular consider the case when \(\{B_t\}\) is replaced by a Poisson process \(\{N_t\}\), adapted with respect to a filtration \(\{\mathcal{F}_t, t \geq 0\}\). Show that in this case there exists a unique solution \(\{X_t\}\). This is by definition a \(\mathcal{F}_t\)-adapted process having càdlàg trajectories \(\mathbb{P}\)-a.s. (i.e., the trajectories are in each point continuous from the right and have finite left limit) which solves (11.4) almost surely.

11.3 The Ornstein-Uhlenbeck process

The Ornstein-Uhlenbeck process \(\{X_t^x, \ t \geq 0\}, \ x \in \mathbb{R}^n\), with values in \(\mathbb{R}^n\), is the solution to the following linear stochastic differential equation

\[
\begin{cases}
\frac{dX_t}{dt} = AX_t \, dt + \sigma dB_t, & t \geq 0, \\
X_0 = x \in \mathbb{R}^n,
\end{cases}
\]

(11.15)

where \(A\) is a real \(n \times n\) matrix. Setting \(b(x) := Ax\), \(x \in \mathbb{R}^n\), we see that equation (11.15) verifies the assumptions of Theorem 11.5 and there exists a unique global solution to it. Also, following the method of the proof of Theorem 11.5, we can find an explicit formula for \(\{X_t^x, \ t \geq 0\}\).

Set \(X_t^x = X_t\). We have

\[
X_t = x + \int_0^t AX_s + \sigma B_t, \quad t \geq 0.
\]
We introduce the process \( v(t) = X_t - \sigma B_t \): we find that, a.s.,

\[
\begin{aligned}
\dot{v}(t) &= A v(t) + A \sigma B_t, \\
v(0) &= x.
\end{aligned}
\]

Hence \( v(t) \) is given by

\[
v(t) = e^{tA}x + \int_0^t e^{(t-s)A}A \sigma B_s \, ds.
\]

Using the integration by parts formula in (9.3) we get

\[
v(t) = e^{tA}x - \int_0^t \frac{d}{ds}(e^{(t-s)A}) \sigma B_s \, ds = e^{tA}x - \sigma B_t + \int_0^t e^{(t-s)A} \sigma \, dB_s
\]

which implies

\[
X_t^x = e^{tA}x + \int_0^t e^{(t-s)A} \sigma \, dB_s. \tag{11.16}
\]

From the above formula, we deduce that the law of \( X_t^x \) is the Gaussian measure \( N(e^{tA}x, Q_t) \) with mean \( e^{tA}x \) and covariance operator \( Q_t \)

\[
Q_t = \int_0^t e^{sA} \sigma^* e^{sA^*} \, ds, \quad t \geq 0
\]

(\( \sigma^* \), resp. \( A^* \), denote the adjoint of the matrices \( \sigma \) and \( A \)). We can therefore compute, for any function \( f : \mathbb{R}^n \to \mathbb{R} \) Borel and bounded,

\[
\mathbb{E}f(X_t^x) = \int_{\mathbb{R}^n} f(y)N(e^{tA}x, Q_t) \, dy = \int_{\mathbb{R}^n} f(e^{tA}x + y)N(0, Q_t) \, dy, \quad t \geq 0. \tag{11.17}
\]

**Problem 11.4.** Show that the Ornstein-Uhlenbeck process at time \( t \) has Gaussian law \( N(e^{tA}x, Q_t) \) by using the Fourier transform.

### 11.3.1 The Ornstein-Uhlenbeck semigroup

Arguing as in Section 9.1.2 one proves that the Ornstein-Uhlenbeck process is a Markov process with transition probability function

\[
p(t, x, A) = N(e^{tA}x, Q_t)(A), \quad A \in \mathcal{B}(\mathbb{R}^n).
\]

Let us denote by \( \{P_t, \ t \geq 0\} \) the (Markovian) Ornstein-Uhlenbeck semigroup acting on \( B_b(\mathbb{R}^n) \), defined by

\[
P_t f(x) = \mathbb{E}f(X_t^x) = \int_{\mathbb{R}^n} f(e^{tA}x + y)N(0, Q_t) \, dy, \quad t \geq 0,
\]

for every \( f \in B_b(\mathbb{R}^n) \). It is easy to check that

\[
P_t(C_b(\mathbb{R}^n)) \subset C_b(\mathbb{R}^n), \quad t \geq 0,
\]
and that \( \{P_t, \ t \geq 0\} \) is a Feller semigroup. In addition the function space \( C_0(\mathbb{R}^n) \) is invariant for \( \{P_t\} \) and so \( \{P_t\} \) is a Feller-Dynkin semigroup according to Lecture 6.

To compute its infinitesimal generator, we fix \( f \in C^\infty_0(\mathbb{R}^n) \) and apply Itô formula to the process \( \{f(X_t^x)\} \). Setting \( \sigma \sigma^* = q = (q_{ij}), A = (A_{ij}) \) and \( X_t = X_t^x \), we get

\[
 f(X_t(\omega)) - f(x) = \int_0^t \left( \langle Df(X_u(\omega)), AX_u(\omega) \rangle \right) du + \frac{1}{2} \int_0^t \left( \sum_{i,j=1}^n q_{ij} \partial^2_{x_i,x_j} f(X_u(\omega)) \right) du + Y_t(\omega), \quad t \in [0,T], \ a.s.,
\]

where \( Y_t \) is given by

\[
 Y_t = \sum_{i,j=1}^n \int_0^t \partial_{x_i} f(X_u) \sigma_{ij} dB_u^j := \int_0^t \langle Df(X_u), \sigma dB_u \rangle.
\]

Let us define the possibly degenerate elliptic Ornstein-Uhlenbeck operator

\[
 Lf(x) = \frac{1}{2} \sum_{i,j=1}^n q_{ij} \partial^2_{x_i,x_j} f(x) + \sum_{i,j=1}^n \partial_{x_i} f(x) A_{ij} x_j = \frac{1}{2} \text{Tr}(q D^2 f(x)) + \langle Df(x), Ax \rangle, \quad x \in \mathbb{R}^n, \ f \in C^\infty_0(\mathbb{R}^n); \quad (11.18)
\]

here \( \text{Tr}(B) \) denotes the trace of a matrix \( B \) and \( D^2 f(x) \) is the Hessian matrix of \( f \) in \( x \). Note that the matrix \( q \) is symmetric and non-negative definite. The operator \( L \) is a particular example of elliptic Kolmogorov operator.

Applying the expectation in the Itô formula we get, using also the operator \( L \),

\[
 \mathbb{E}(f(X_t^x)) = f(x) + \mathbb{E} \int_0^t Lf(X_s^x) ds, \quad t \geq 0. \quad (11.19)
\]

By Proposition 6.12 we finally obtain the following result.

**Proposition 11.9.** Let \( \{P_t, \ t \geq 0\} \) be the Ornstein-Uhlenbeck semigroup on \( \mathbb{R}^n \) with generator \( A : D(A) \subset C_b(\mathbb{R}^n) \rightarrow C_b(\mathbb{R}^n) \). Then \( C^\infty_0(\mathbb{R}^n) \subset D(A) \) and moreover if \( f \in C^\infty_0(\mathbb{R}^n) \) then \( Af = Lf \), where \( L \) is given in (11.18).
Stochastic differential equations with multiplicative noise

This lecture is dedicated to stochastic differential equations (SDEs for short) with multiplicative noise. In particular, we will prove two theorems on global existence and uniqueness of solutions. The first one is standard and assumes that the coefficients are globally Lipschitz continuous. The second, more advanced result, concerns the case of locally Lipschitz coefficients.

Let \( B = \{ B_t, \ t \geq 0 \} \) be a \( d \)-dimensional Brownian motion defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\).

Recall the definition of the space \( M^p(s, T; E) \), \( p \geq 1 \), of all progressively measurable processes \( \{Y_t, \ t \in [s, T]\} \) with values in \( E \) such that

\[
\mathbb{E} \int_s^T |Y_r|^p_E \, dr < \infty, \quad 0 \leq s < T.
\]

Here the space \((E, |\cdot|)\) is either the \( n \)-dimensional space \( \mathbb{R}^n \) or the space of matrices \( L(\mathbb{R}^d, \mathbb{R}^n) \) endowed with the Hilbert-Schmidt norm

\[
\|\sigma\|_{L(\mathbb{R}^d, \mathbb{R}^n)} = \left( \sum_{i=1}^n \sum_{j=1}^d |\sigma_{ij}|^2 \right)^{1/2}.
\]

In this lecture we consider the following class of stochastic differential equations

\[
\begin{aligned}
\begin{cases}
\,dX_t = b(X_t) \, dt + \sigma(X_t) \, dB_t, & t \in [s, T], \\
X_s = \eta,
\end{cases}
\end{aligned}
\]

\(0 \leq s < T.\) (12.1)

As opposite to the case of equations with additive noise, it will not be possible to study this equation in a pathwise sense; equation (12.1) must be understood in integral sense as

\[
X_t = \eta + \int_s^t b(X_r) \, dr + \int_s^t \sigma(X_r) \, dB_r, \quad t \in [s, T].
\] (12.2)

Here the coefficients of the equation are \( b(x) \), the drift vector and \( \sigma(x) \), the dispersion matrix; we shall always assume that they are Borel measurable functions:

\[
b : \mathbb{R}^n \to \mathbb{R}^n, \quad \sigma : \mathbb{R}^n \to L(\mathbb{R}^d, \mathbb{R}^n);
\]

the initial condition \( \eta \) is an \( \mathcal{F}_s \)-measurable random variable, thus it is independent from the increments \( B_{t+h} - B_t \) for all \( t \geq s, \ h \geq 0 \).
Definition 12.1. A (strong) solution \( \{X_t, \ t \in [s,T]\} \) of Equation (12.1) is a continuous stochastic process defined and adapted on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\) such that

- (initial condition) \( \mathbb{P}(X_s = \eta) = 1 \);
- (integrability) the process \( \{b(X_t), \ t \in [s,T]\} \) verifies
  \[ \int_s^T |b(X_r)| \, dr < \infty \quad \text{a.s.} \]
  and the process \( \{\sigma(X_t), \ t \in [s,T]\} \) belongs to \( M^2(s,T; L(\mathbb{R}^d, \mathbb{R}^n)) \).
- (solution) the integral equation (12.2) is verified a.s.

The solution \( \{X_t\} \) depends on \( \eta \) and on \( s \geq 0 \). When we want to stress such dependence we write \( X_t^{s,\eta} \) or \( X(t,s,\eta) \).

Problem 12.1 (An approach to diffusions via SDEs). Assume that the coefficients \( b \) and \( \sigma \) are bounded and continuous, and suppose that \( \{X_t\} \) is a solution to Equation (12.1) with initial condition \( X_0 = x \in \mathbb{R}^n \). Define the operator

\[ \mathcal{A}f(x) = \frac{1}{2} \sum_{i,j=1}^n a_{ij}(x) \partial^2_{x_i x_j} f(x) + \sum_{i=1}^n b_i(x) \partial_{x_i} f(x), \]

where \( a_{ij}(x) \) is the diffusion matrix, defined by

\[ a_{ij}(x) = \sum_{k=1}^d \sigma_{ik}(x) \sigma_{jk}(x). \]

Using Itô formula, show that for every function \( f \in C^2(\mathbb{R}^n) \) which is bounded together with its first and second order derivatives, it holds

\[ \lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}f(X_t) - f(x) = \mathcal{A}f(x). \]

12.1 Existence of solution: Lipschitz continuous coefficients

If one assume that \( \sigma \equiv 0 \), then Equation (12.1) reduces to an ordinary, nonstochastic differential equation, possibly with a random initial condition. Even in this case, it is well known that conditions on the coefficients shall be imposed in order to have existence and uniqueness of the solution: for instance, a typical requirement imposes locally Lipschitz continuity.

In this section, we prove a basic result assuming a global Lipschitz condition on the coefficients \( b \) and \( \sigma \); later we shall generalize such assumption and concentrate on the case when \( b \) and \( \sigma \) are only locally Lipschitz continuous.

To treat the case of globally Lipschitz coefficients, it is useful to introduce a suitable space of stochastic processes in which we will solve the equation by a contraction principle argument.
**Definition 12.2.** Given $p \geq 2$, we denote by $L^p(\Omega; C(s, T; \mathbb{R}^n))$ the set of all continuous processes $\{Y_t, t \in [s, T]\}$ taking values in $\mathbb{R}^n$, adapted to the filtration $\{\mathcal{F}_t\}$, such that

$$E \left[ \sup_{t \in [s,T]} |Y_t|^p \right] < +\infty.$$  

Identifying two processes $\{Y_t\}$ and $\{Y'_t\}$, such that $\mathbb{P}(Y_t = Y'_t) = 1$, $t \in [s, T]$, it is easy to see that this space is a Banach space with respect to the norm

$$||Y||_{L^p} = \left( E \left[ \sup_{t \in [s,T]} |Y_t|^p \right] \right)^{1/p}.$$  

A process in the space defined above has a stronger regularity than what is required in $M^p(0, T; \mathbb{R}^n)$. Recall that any adapted continuous process is in particular progressively measurable.

We proceed with our first result.

**Theorem 12.3.** Assume that $b$ and $\sigma$ are Lipschitz continuous mappings on $\mathbb{R}^n$, and take $\eta \in L^2(\Omega, \mathcal{F}_s; \mathbb{R}^n)$. Then there exists a unique solution process $X \in L^2(\Omega; C(s, T; \mathbb{R}^n))$ of (12.2).

**Proof.** We give a proof using the contraction principle. By assumption, there exists $K > 0$ such that

$$|b(x) - b(y)| + ||\sigma(x) - \sigma(y)|| \leq K|x - y|, \quad \forall x, y \in \mathbb{R}^n,$$

where $||\sigma(x)||$ denotes the Hilbert-Schmidt norm of the matrix $\sigma(x) \in L(\mathbb{R}^d; \mathbb{R}^n)$ and $|b(x)|$ is the Euclidean norm of the vector $b(x) \in \mathbb{R}^n$.

We introduce the following operators from $L^2(\Omega; C(s, T; \mathbb{R}^n))$ into itself:

$$F : u \mapsto (Fu)_t = b(u_t), \quad G : u \mapsto (Gu)_t = \sigma(u_t), \quad t \in [s, T].$$

Let us verify that $F$ and $G$ are Lipschitz continuous mappings. We consider $F$, the other case being similar: then we aim to compute $\|Fu - Fv\|_{L^2}$, i.e.,

$$\left( E \left[ \sup_{t \in [s,T]} |b(u_t) - b(v_t)|^2 \right] \right)^{1/2} \leq K \left( E \left[ \sup_{t \in [s,T]} |u_t - v_t|^2 \right] \right)^{1/2} = K \|u - v\|_{L^2}$$

and we obtain

$$\|Fu - Fv\|_{L^2} + \|Gu - Gv\|_{L^2} \leq K \|u - v\|_{L^2}. \quad (12.3)$$

Further, we also introduce the following operators from $L^2(\Omega; C(s, T; \mathbb{R}^n))$ into itself:

$$I : u \mapsto (Iu)_t = \int_s^t u_r \, dr, \quad J : u \mapsto (Ju)_t = \int_s^t u_r \, dB_r, \quad t \in [s, T].$$

Before proceeding with the proof, let us record an useful result for the proceeding.

**Problem 12.2.** Show that $I$ is well defined as an operator from $L^2(\Omega; C(s, T; \mathbb{R}^n))$ into itself with operator norm bounded by $(T - s)$, i.e.

$$\|Iu\|_{L^2} \leq (T - s)\|u\|_{L^2}, \quad u \in L^2(\Omega; C(s, T; \mathbb{R}^n)).$$
Further, Doob’s inequality for the Itô integral stated in (10.10) implies that
\[
\mathbb{E} \left[ \sup_{t \in [s,T]} \left| \int_s^t u_r \, dB_r \right|^2 \right] \leq 4 \mathbb{E} \left[ \int_s^T |u_r|^2 \, dr \right] \leq 4 \mathbb{E} \left[ \int_s^T \sup_{r \in [s,T]} |u_r|^2 \, dr \right]
\]
which proves the estimate
\[
\|Ju\|_{L^2} \leq 2 \sqrt{T-s} \|u\|_{L^2}.
\]
Finally the operator
\[
\Phi : L^2(\Omega; C(s,T; \mathbb{R}^n)) \to L^2(\Omega; C(s,T; \mathbb{R}^n)), \quad \Phi = \eta + I \circ F + J \circ G
\]
verifies
\[
\|\Phi(u) - \Phi(v)\|_{L^2} \leq [(T-s)K + 2\sqrt{T-s}K] \|u-v\|_{L^2}.
\]
If we take \(T_0 > s\) such that \([(T_0-s)K + 2\sqrt{T_0-s}K] = \alpha < 1\), then there exists a unique solution \(\{X_t^1\} \in L^2(\Omega; C(s,T_0; \mathbb{R}^n))\) defined on \([s,T_0]\).

Notice that the constant \(\alpha\) depends only on the length \((T_0-s)\) but it does not depend on \(s\); hence, this constant is not affected if we change the time interval without changing its length. Hence, it is possible to prove the existence of a solution \(\{X_t^1\}\), defined on the time interval \([T_0,2T_0-s]\), of the problem
\[
X_t^1 = X_{T_0} + \int_{T_0}^t b(X_r^1) \, dr + \int_{T_0}^t \sigma(X_r^1) \, dB_r.
\]
Clearly, \(\{X_t^1\}\) extends \(\{X_t\}\) continuously to the time interval \([s,2T_0-s]\); by the same argument in a finite number of steps it is possible to extend \(\{X_t\}\) to the whole interval \([s,T]\).

We leave as an exercise to prove the following result, using Doob’s inequality.

**Problem 12.3.** Assume that \(b\) and \(\sigma\) are Lipschitz continuous mappings on \(\mathbb{R}^n\). Assume that \(\{X_t\} \in M^2(s,T; \mathbb{R}^n)\) satisfies the integral equation (12.2). Then \(\{X_t\} \in L^2(\Omega; C(s,T; \mathbb{R}^n))\).

### 12.2 Lipschitz continuity on bounded sets

In this section we are interested to weaken the global Lipschitz condition imposed in the previous section; as in the classical theory of ordinary differential equations, we consider local Lipschitz continuity as our main assumption.

**Hypothesis 12.4.** We assume that coefficients \(b\) and \(\sigma\) are locally Lipschitz continuous, i.e., for any \(R > 0\) there exists \(K_R > 0\) such that
\[
|b(x) - b(y)| + \|\sigma(x) - \sigma(y)\| \leq L_R |x - y|, \quad \forall x, y \in \mathbb{R}^n, |x| \leq R, |y| \leq R.
\] (12.4)
Notice that in general such condition ensures existence of a local solution as well as its uniqueness.

In the stochastic case, local existence in time means that there exists a stopping time \( \tau \), the explosion time (which, in some good case, can be also equal to \( +\infty \) a.s.), such that the solution \( \{ X_t \} \) exists for \( t < \tau \) and we set \( X_\tau = \infty \), the point at infinity of \( \mathbb{R}^n \). As we have seen in Lecture 6, this is an absorbing point: once the solution gets at \( \infty \), it remains there forever. We will not develop further this approach; the interested reader is referred, for instance, to Ikeda and Watanabe [IW81, Chapter IV]. Instead we shall introduce an additional hypothesis which, together with local Lipschitz continuity, guarantees the global existence and uniqueness of a solution to Equation (12.1).

### 12.2.1 Lyapunov function

In the theory of dynamical systems, and control theory, Lyapunov functions are a family of functions that can be used to demonstrate the stability or instability of some state points of a system. In our construction, Lyapunov function are a key tool in order to prove global existence for the solution.

As it happens in the above-named fields, we shall face the problem of finding a Lyapunov function for our problem. There is no direct method to obtain a Lyapunov function (in the following we shall propose some examples).

**Definition 12.5.** A real function \( V \in C^2(\mathbb{R}^n) \) is called a Lyapunov function for (12.1) if, for some constant \( K > 0 \), it holds:

1. \( V(x) \geq 0 \);
2. \( LV(x) \overset{\text{def}}{=} \langle \nabla V(x), b(x) \rangle + \frac{1}{2} \text{Tr}(\sigma(x)\nabla^2 V(x)\sigma^*(x)) \leq KV(x), \ x \in \mathbb{R}^n \);
3. \( \lim_{\|x\| \to +\infty} V(x) = +\infty \).

**Example 12.6.** The basic example of Lyapunov function is of course \( V(x) = 1 + |x|^2 \). In this case, condition 2. becomes

\[
2\langle x, b(x) \rangle + \|\sigma(x)\|^2 \leq K(1 + |x|^2), \quad x \in \mathbb{R}^n. \tag{12.5}
\]

Hence, if \( b \) and \( \sigma \) verify condition (12.5), we say that \( V(x) = 1 + |x|^2 \) is a Lyapunov function associated to (12.1).

**Example 12.7.** We next provide an example of coefficients \( b \) and \( \sigma \) for which there exists a Lyapunov function. This construction is somewhat more general than what is needed for our main result Theorem 12.8, see Remark 12.10.

Assume for simplicity \( d = 1 \), so the Brownian motion \( \{ B_t \} \) is a 1-dimensional process and \( \sigma(x) \) is a vector in \( \mathbb{R}^n \). Let \( b \) and \( \sigma \) be locally Lipschitz mappings on \( \mathbb{R}^n \); we impose further the condition

\[
\begin{cases}
\langle b(x), x \rangle \leq K_1(1 + |x|^2) \\
|\langle \sigma(x), x \rangle| \geq K_2|\sigma(x)||x|
\end{cases} \tag{12.6}
\]

for any \( x \in \mathbb{R}^n \), where \( K_1, K_2 \) are real constants, with \( 1/\sqrt{2} < K_2 \leq 1 \). Then we can provide explicitly a Lyapunov function \( V(x) \) associated to (12.1) as stated in Definition 12.5.

Let \( \varphi \) be an arbitrary function in \( C^2(\mathbb{R}_+, \mathbb{R}_+) \) verifying \( \varphi(r) = r^\alpha \) in \( [r_0, +\infty) \), with \( \alpha \in (0, 1 - \frac{1}{2K_2^2}) \) and \( r_0 > 0 \). Then, for the mapping \( V(x) = \varphi(|x|^2) + c \) (\( c \) is a suitable constant, such that conditions 1. and 2. hold in the ball \( B(0, \sqrt{r_0}) \)) we have, as \( |x|^2 > r_0 \),
\[ L V(x) = 2\alpha |x|^{2\alpha} \langle b(x), x \rangle + 2\alpha(\alpha - 1)|x|^{2\alpha - 4} \langle \sigma(x), x \rangle^2 + \alpha |x|^{2\alpha - 2} |\sigma(x)|^2 \]
\[ \leq 2\alpha K_1 |x|^{2\alpha - 2}(1 + |x|^2) + \alpha |x|^{2\alpha - 2} |\sigma(x)|^2 (2K_2^2(\alpha - 1) + 1) \]
\[ \leq \frac{2\alpha K_1}{r_0^{1-\alpha}} + 2\alpha K_1 \varphi(|x|^2) \leq 2\alpha K_1 \left( \frac{1}{r_0} + 1 \right) V(x). \]

Then \( V(x) \) is a Lyapunov function associated to (12.1) and the proof is complete.

**Problem 12.4.** In particular, a similar construction with \( \varphi(r) = \sqrt{r} \) shows the existence of a Lyapunov function in case \( E = \mathbb{R} \), \( b \equiv 0 \) and any \( \sigma \); the non explosion for 1-dimensional stochastic equations of the form \( dX_t = \sigma(X_t) dB_t \) is well known in literature, usually proved with other techniques, see for instance McKean [McK69].

### 12.2.2 Existence of solution: locally Lipschitz continuous coefficients

We now state the main result of this lecture.

**Theorem 12.8.** Assume that coefficients \( b \) and \( \sigma \) in (12.1) are locally Lipschitz continuous and that there exists a Lyapunov function \( V \) for (12.1) such that \( \mathbb{E}[V(\eta)] < \infty \). Assume also that

\[ \sup_{x \in \mathbb{R}^n} ||\sigma(x)|| < \infty. \tag{12.7} \]

Then there exists a unique global solution \( \{X_t, t \in [s, T]\} \) to (12.1). Moreover the following estimate holds:

\[ \sup_{t \in [s, T]} \mathbb{E}[V(X_t)] < \infty. \tag{12.8} \]

**Remark 12.9.** Note that if \( \eta = x \in \mathbb{R}^n \) a.s., then the assumption \( \mathbb{E}[V(\eta)] < \infty \) is automatically satisfied.

**Remark 12.10.** One may wonder if assumption (12.7) is really necessary to prove the result. The answer is no! We were forced to introduce it because we need to treat the stochastic integral \( \int_s^t \sigma(X_r) dB_r \). Our construction in Lecture 10 requires that \( \{\sigma(X_t)\} \) belongs to \( M^2(s, T; L(\mathbb{R}^d, \mathbb{R}^n)) \), which follows from (12.7).

However, there is a way to define the stochastic integral also for the class of all continuous adapted processes \( Y : [s, T] \times \Omega \rightarrow L(\mathbb{R}^d, \mathbb{R}^n) \). With this generalization of the stochastic integral, we can avoid hypothesis (12.7) (indeed, clearly \( \{\sigma(X_t)\} \) is a continuous adapted process).

Details for this part of stochastic calculus are given in many textbooks, as for instance Karatzas and Shreve [KS88] or Kallenberg [Ka02].

In the special case when the Lyapunov function for (12.1) is \( V(x) = 1 + |x|^2 \) (see (12.5)) we can weaken (12.7) (yet remaining inside the field of applicability of our definition of stochastic integral). Indeed, in this case, estimate (12.8) shows in particular that the solution \( \{X_t\} \) belongs to \( M^2(s, T; \mathbb{R}^n) \). Thus if we replace hypothesis (12.7) with the following one

\[ ||\sigma(x)|| \leq C(1 + |x|), \quad x \in \mathbb{R}^n \tag{12.9} \]

(i.e., \( \sigma \) has a sublinear growth) it follows that \( \{\sigma(X_t)\} \) belongs to \( M^2(s, T; L(\mathbb{R}^d, \mathbb{R}^n)) \) and so the stochastic integral \( \int_s^t \sigma(X_r) dB_r \) is well defined.
Before we proceed with the proof of the theorem we need a technical lemma concerning stochastic integrals and stopping times.

**Lemma 12.11.** Let \(\{G(t)\} \in M^2(s, T; L(\mathbb{R}^d, \mathbb{R}^n))\). Let \(\tau \leq T\) be a stopping time. Then the following assertions hold:

1. \(\int_s^\tau G_r \, dB_r = \int_s^T G(r) \, \mathbf{1}_{\{r \leq \tau\}} \, dB_r\);
2. \(\mathbb{E} \left[ \int_s^\tau G(r) \, dB_r \right] = 0\);
3. \(\mathbb{E} \left[ \int_s^\tau G(r) \, dB_r \right]^2 = \mathbb{E} \int_s^\tau \|G(r)\|^2 \, dr\).

**Proof.** We only prove the identity (i), since the other ones follow easily from (i). We first note that the process \(\{G(r) \mathbf{1}_{\{r \leq \tau\}}, r \in [s, T]\} \in M^2(s, T; L(\mathbb{R}^d, \mathbb{R}^n))\).

In case \(G\) is an elementary process and \(\tau\) takes only a finite number of values, our claims is a direct consequence of the definition of stochastic integral. We only note that, defining the sets \(\Omega_k = \{\omega : \tau(\omega) = t_k\}, k = 1, \ldots, m\), it holds

\[
\int_s^\tau G_r \, dB_r = \sum_{k=1}^m \mathbf{1}_{\Omega_k} \int_s^{t_k} G_r \, dB_r
\]

and moreover \(\{G(r) \mathbf{1}_{\{r \leq \tau\}}, r \in [s, T]\}\) is an elementary process.

Then we consider the case in which \(\tau\) takes only a finite number of values and \(G \in M^2(s, T; L(\mathbb{R}^d, \mathbb{R}^n))\). We consider a sequence of elementary processes \(\{G_n(t)\}\) converging to \(G\):

\[
\mathbb{E} \int_s^T \|G(r) - G_n(r)\|^2 \, dr \longrightarrow 0, \quad n \to \infty.
\]

We have easily that

\[
\mathbb{E} \left| \int_s^\tau [G(r) - G_n(r)] \, dB_r \right|^2 + \mathbb{E} \left| \int_s^\tau [G(r) - G_n(r)] \mathbf{1}_{\{r \leq \tau\}} \, dB_r \right|^2 \longrightarrow 0
\]

as \(n \to \infty\), and so the claim follows also in this case.

Finally, we consider the general case. If \(\tau\) is a stopping time, we may consider a sequence of stopping times \(\tau_n\) taking only a finite number of values and approximating \(\tau\) from the above, i.e., \(\tau \leq \tau_n\), a.s. and \(\tau_n \to \tau\), as \(n \to \infty\), a.s. (compare the proof of Theorem 6.10). We can assume that \(\tau_n \leq T\) (by considering if necessary \(\tau_n \wedge T\)). Since \(I(t) = \int_s^t G(r) \, dB_r\) is a continuous process and \(\tau_n \downarrow \tau\) a.s., it holds \(I(\tau_n) \to I(\tau)\) a.s.

It remains to consider the term \(\int_s^\tau G(r) \mathbf{1}_{\{r \leq \tau_n\}} \, dB_r\). We find

\[
\mathbb{E} \left| \int_s^T G(r) \mathbf{1}_{\{r \leq \tau_n\}} \, dB_r - \int_s^T G(r) \mathbf{1}_{\{r \leq \tau\}} \, dB_r \right|^2 = \mathbb{E} \left| \int_s^T G(r) \left( \mathbf{1}_{\{r \leq \tau_n\}} - \mathbf{1}_{\{r \leq \tau\}} \right) \, dB_r \right|^2
\]

\[
= \mathbb{E} \int_s^T \|G(r)\|^2 \mathbf{1}_{\{\tau < r \leq \tau_n\}} \, dr \to 0,
\]

as \(n \to \infty\), by the dominated convergence theorem. The proof is complete. \(\Box\)
Proof (Theorem 12.8). We assume $s = 0$ to simplify the notation.

Uniqueness of solution. In this part we only use the hypothesis that coefficients $b$ and $\sigma$ are locally Lipschitz continuous mappings. Let $\{X_t, t \in [0, T]\}$ and $\{Y_t, t \in [0, T]\}$ be two continuous processes, defined and adapted on the stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$. Define the stopping time $\tau = \tau_R, R > 0$,

$$\tau = \begin{cases} \inf\{t \mid 0 \leq t \leq T : |X_t| > R \text{ or } |Y_t| > R\}, \\ T & \text{if it is } |X_t| \leq R \text{ and } |Y_t| \leq R \text{ for } 0 \leq t \leq T. \end{cases}$$

We assume that $\{X_t, t \in [0, T]\}$ and $\{Y_t, t \in [0, T]\}$ solve (12.1) in the random interval $[0, \tau]$ and we show that $X_t = Y_t$ a.s. for all $t \in [0, \tau]$.

We know that $\{X_t, t \in [0, T]\}$ and $\{Y_t, t \in [0, T]\}$ both verify the equation

$$X_t = \eta + \int_0^t b(X_r) \, dr + \int_0^t \sigma(X_r) \, dB_r, \quad t \in [0, \tau].$$

Moreover, using Lemma 12.11,

$$X_{t \wedge \tau} - Y_{t \wedge \tau} = \int_0^{t \wedge \tau} [b(X_r) - b(Y_r)] \, dr + \int_0^{t \wedge \tau} [\sigma(X_r) - \sigma(Y_r)] \, dB_r$$

$$= \int_0^t [b(X_r) - b(Y_r)] \mathbf{1}_{\{r \leq \tau\}} \, dr + \int_0^t [\sigma(X_r) - \sigma(Y_r)] \mathbf{1}_{\{r \leq \tau\}} \, dB_r.$$

Using the inequality $(a + b)^2 \leq 2a^2 + 2b^2$, we get

$$\sup_{t \leq s} |X_{t \wedge \tau} - Y_{t \wedge \tau}|^2 \leq 2 \left| \int_0^s [b(X_r) - b(Y_r)] \mathbf{1}_{\{r \leq \tau\}} \, dr \right|^2 + 2 \sup_{t \leq s} \left| \int_0^t [\sigma(X_r) - \sigma(Y_r)] \mathbf{1}_{\{r \leq \tau\}} \, dB_r \right|^2.$$

Denoting by $L = L_R$ the Lipschitz constant of $b$ and $\sigma$ on the closed ball centered in 0 with radius $R > 0$, we have, using also Doob’s inequality,

$$\mathbb{E} \left[ \sup_{t \leq s} |X_{t \wedge \tau} - Y_{t \wedge \tau}|^2 \right] \leq 2TL^2 \mathbb{E} \int_0^s |X_{t \wedge \tau} - Y_{t \wedge \tau}| \mathbf{1}_{\{r \leq \tau\}} \, dr + 2L^2 \mathbb{E} \int_0^s |X_{t \wedge \tau} - Y_{t \wedge \tau}| \mathbf{1}_{\{r \leq \tau\}} \, dB_r$$

$$\leq 2TL^2 \int_0^s |X_{t \wedge \tau} - Y_{t \wedge \tau}| \, dr + 2L^2 \int_0^s |X_{t \wedge \tau} - Y_{t \wedge \tau}| \, dr$$

Setting $g(s) = \mathbb{E} \left[ \sup_{t \leq s} |X_{t \wedge \tau} - Y_{t \wedge \tau}|^2 \right]$, we find that $g(s) \leq CT \int_0^s g(r) \, dr, s \in [0, T]$. By the Gronwall lemma we deduce that $g(s) = 0, s \in [0, T]$. The assertion follows.

Existence of a global solution. We fix an arbitrary $T > 0$ and we show the existence of a solution $\{X_t\}$ on $[0, T]$. In connection with our assumptions we consider, for every integer $N > 0$, the real mappings

$$\psi_N(x) = \begin{cases} x, & \text{for } |x| \leq N \\ \frac{N}{x} |x|, & \text{for } |x| > N \end{cases}$$
and the functions \( b_N = f \circ \psi_N, \sigma_N = \sigma \circ \psi_N \). For each \( N > 0 \) these mappings are (globally) Lipschitz continuous. Therefore, for each \( N \) there exists a unique solution \( \{X_N(t), t \geq 0\} \) to the problem

\[
X_N(t) = \eta + \int_0^t b_N(X_N(s)) \, ds + \int_0^t \sigma_N(X_N(s)) \, dB_s, \quad t \geq 0
\]  

We call the processes \( \{X_N(t)\} \) the approximating solutions. We define also a family of stopping times

\[
\tau_N = \begin{cases} 
\inf \{t \mid 0 \leq t \leq T : |X_N(t)| > N\}, \\
T \quad \text{if it is } |X_N(t)| \leq N \text{ for } 0 \leq t \leq T.
\end{cases}
\]  

Note that \( \tau_N \leq T, \text{ a.s., } N \in \mathbb{N}. \)

**I Step.** The approximating solutions have the following properties

1. the solutions \( X_N(t) = X_{N+1}(t) \) coincide for any \( t \in [0, \tau_N] \);
2. \( \tau_N \leq \tau_{N+1}, \text{ a.s..} \)

We start with the solution \( X_N \): (up to time \( \tau_N \)) it verifies

\[
X_N(t \wedge \tau_N) = \eta + \int_0^{t \wedge \tau_N} b_N(X_N(s)) \, ds + \int_0^{t \wedge \tau_N} \sigma_N(X_N(s)) \, dB_s, \quad t \in [0, T].
\]

Since for \( t \) in the random interval \([0, \tau_N]\) it holds \( |X_N(t)| \leq N \), we have \( b_N(X_N(t)) = b_{N+1}(X_N(t)) = b(X_N(t)) \) and similarly for \( \sigma \), so that

\[
X_N(t \wedge \tau_N) = \eta + \int_0^{t \wedge \tau_N} b_{N+1}(X_N(s)) \, ds + \int_0^{t \wedge \tau_N} \sigma_{N+1}(X_N(s)) \, dB_s, \quad t \in [0, T].
\]

Therefore, uniqueness of the solution implies that in the random interval \([0, \tau_N]\) it is \( X_N(t) = X_{N+1}(t) \); further, since \( X_{N+1}(t) = X_N(t) \) is bounded in norm by \( N \) in \([0, \tau_N]\), it must be \( \tau_{N+1} \geq \tau_N \).

**II Step.** For any \( t \in (0, T] \), we define the measurable sets

\[
\Omega_t = \bigcup_{N \geq 1} \{ \tau_N \geq t \}
\]

and show that \( \mathbb{P}(\Omega_t) = 1, t \in (0, T] \). It is clear that on \( \{ \tau_N \geq t \} \) it is \( X_N(s) = X_{N+1}(s) \) for all \( s \in [0, t] \); however, if \( N \) is small, it can easily happen that the set \( \{ \tau_N \geq t \} \) is empty. Since \( \tau_N \leq \tau_{N+1} \), it follows that \( \Omega_t \) is an increasing union and the assertion follows if we verify that

\[
\lim_{N \to \infty} \mathbb{P}(\tau_N \geq t) = 1 \text{ or equivalently } \lim_{N \to \infty} \mathbb{P}(\tau_N < t) = 0.
\]

To prove (12.13) we first take a function \( \phi_N \in C^\infty_0(\mathbb{R}^n) \) such that \( |\phi_N(x)| \leq 1 \) for every \( x \in \mathbb{R}^n \), \( \phi_N(x) = 1 \) for \( |x| \leq N \) and \( \phi_N(x) = 0 \) for \( |x| > 2N \). Then we define \( V_N(x) = V(x) \cdot \phi_N(x) \) (where \( V \) is the Lyapunov function associated to (12.1), which exists by assumption, and \( K \) is the bound in Definition 12.5, point 2.) and then we apply Itô formula to the process \( e^{-Kt}V_N(X_N(t)) \) (note that \( V_N \in C^2_b(\mathbb{R}^n) \)). We find, for \( t \leq T \),
$$e^{-K(t \wedge \tau_N)} V_N(X_N(t \wedge \tau_N)) = V_N(\eta) + \int_0^{t \wedge \tau_N} (-Ke^{-Kr} V_N(X_N(r)) + e^{-Kr} LV_N(X_N(r))) \, dr$$

$$+ \int_0^{t \wedge \tau_N} e^{-Kr} \langle \nabla V_N(X_N(r)), \sigma_N(X_N(r)) \rangle dB_r. \quad (12.14)$$

Note that \((\partial_t + L)(e^{-Kt} V_N) = -Ke^{-Kt} V_N + e^{-Kt} LV_N\), where

$$LV_N(x) = \langle \nabla V_N(x), b(x) \rangle + \frac{1}{2} \text{Tr}(\sigma(x) \nabla^2 V_N(x) \sigma^*(x)).$$

Since, for any \(x \in \mathbb{R}^n\) such that \(|x| \leq N\),

$$LV(x) = LV_N(x) \leq KV_N(x),$$

the second term in the right-hand side of \((12.14)\) is nonpositive; next, taking expectation in \((12.14)\) and using Lemma 12.11 to compute the expectation of the stochastic integral, we obtain

$$\mathbb{E}[e^{-K(t \wedge \tau_N)} V_N(X_N(t \wedge \tau_N))] \leq \mathbb{E}[V_N(\eta)] + \mathbb{E} \left[ \int_0^{t \wedge \tau_N} e^{-Kr} \langle \nabla V_N(X_N(r)), \sigma_N(X_N(r)) \rangle dB_r \right]$$

$$\leq \mathbb{E}[V_N(\eta)].$$

It follows that, for any \(t \leq T\), since \(e^{-K(t \wedge \tau_N)} \geq e^{-Kt}\),

$$e^{Kt} \mathbb{E}[V_N(\eta)] \geq \mathbb{E}[V_N(X_N(t \wedge \tau_N))] \geq \mathbb{E}[V_N(X_N(t \wedge \tau_N))] \chi_{\{\tau_N \leq t\}} = \mathbb{E}[V_N(X_N(\tau_N))] \chi_{\{\tau_N \leq t\}}$$

$$\geq \left( \inf_{\{|x| = N\}} V(x) \right) \mathbb{E}[\chi_{\{\tau_N \leq t\}}] = \left( \inf_{\{|x| = N\}} V(x) \right) \mathbb{P}(\tau_N \leq t).$$

Since \(V \to +\infty\) as \(x \to \infty\), the quantity \(M_N = \inf_{\{|x| = N\}} V(x)\) is arbitrarily large for \(N\) large enough; however, \(V_N(\eta) \leq V(\eta)\), so that for every \(t \in [0, T]\) it holds

$$\mathbb{P}(\tau_N \leq t) \leq \frac{1}{M_N} e^{Kt} \mathbb{E}[V(\eta)] \to 0 \quad \text{as} \ N \to \infty$$

which shows \((12.13)\).

**III Step.** We define the solution \(\{X_t\}\). Fix \(t \in (0, T]\) and define \(X_t : \Omega \rightarrow \mathbb{R}^n\) as follows: if \(\omega \notin \Omega_t\), we set \(X_t(\omega) := 0\); if \(\omega \in \Omega_t\), there exists \(N \geq 1\) such that \(\omega \in \{\tau_N \geq t\}\) and we set

$$X_t(\omega) := X_N(t, \omega).$$

The definition is meaningful thanks to Step 1. Note that \(\{X_t\}\) has continuous trajectories: indeed, if \(\omega \in \Omega_T\), then there exists \(N \geq 1\) such that \(\omega \in \{\tau_N = T\}\) and we have that \(t \mapsto X_t(\omega) = X_N(t, \omega)\) is continuous on \([0, T]\) (recall that \(\mathbb{P}(\Omega_T) = 1\)).

Moreover, it is \(\mathcal{F}_t\)-adapted for any \(t \in [0, T]\). To see this we write, for any \(A \in B(\mathbb{R}^n)\),

$$\{\omega : X_t(\omega) \in A\} = \bigcup_{N \geq 1} \{\omega : X_t(\omega) \in A \cap \{\tau_N \geq t\}\}$$

$$= \bigcup_{N \geq 1} \{\omega : X_N(t)(\omega) \in A \cap \{\tau_N \geq t\}\} \in \mathcal{F}_t.$$
It remains to show that \( \{X_t\} \) is actually a solution to (12.1). We have that, for any \( t \leq T, \omega \in \Omega_T \):

\[
X_N(t \wedge \tau_N) = \eta + \int_0^{t \wedge \tau_N} b_N(X_N(s)) \, ds + \int_0^{t \wedge \tau_N} \sigma_N(X_N(s)) \, dB_s
\]

hence

\[
X_{t \wedge \tau_N} = \eta + \int_0^{t \wedge \tau_N} b(X_s) \, ds + \int_0^{t \wedge \tau_N} \sigma(X_s) \, dB_s, \quad N \geq 1. \tag{12.15}
\]

Now if \( \tilde{\omega} \in \Omega_T \), there exists \( \tilde{N} \) such that \( \omega \in \{\tau_{\tilde{N}} = T\} \). Thus, computing (12.15) in \( \tilde{\omega} \), we get

\[
X_t = \eta + \int_0^t b(X_s) \, ds + \int_0^t \sigma(X_s) \, dB_s.
\]

This shows that \( \{X_t\} \) is a solution to the SDE (12.1).

\( \square \)

**Remark 12.12.** We mention an interesting result proved in a paper by Da Prato, Iannelli and Tubaro [Da78]. In this paper it is proved the global existence and uniqueness of a solution to the stochastic differential equation (12.1) without assuming that the coefficients are locally Lipschitz. It is only assumed the following dissipativity condition: there exists \( \alpha > 0 \) such that

\[
2\langle b(x) - b(y), x - y \rangle + \|\sigma(x) - \sigma(y)\|^2 \leq \alpha |x - y|^2, \tag{12.16}
\]

for every \( x,y \in \mathbb{R}^n \). The proof uses suitable approximations of the coefficients by means of Yosida mappings. Note that condition (12.16) is usually considered in the theory of non-linear contraction semigroups in Banach spaces.

Related to condition (12.16), we should mention also a general result obtained by Krylov [Kr95], where the author uses the Euler approximation scheme in order to construct a global solution.

**Appendix: an introduction to financial markets**

Five years before Einstein’s theory of Brownian movement, a similar model was described by the French mathematician L. Bachelier in his doctorate thesis, in order to describe the random fluctuations in the stock market of Paris. He was concerned with prices (the macroscopic molecules in Brownian movement theory) whose movements were influenced by agents in the market (which played the rôle of the liquid molecules) and concluded that fluctuations where given by a centered Gaussian distribution with variance \( 2D\Delta t \), for a positive constant \( D \).

We can not consider such a model as a realistic one, at least due to the fact that the prices can not assume negative values with positive probability; now we propose a different, yet simple model, to describe the stock price process.

Let \( \{S_t, t \geq 0\} \), be the price of a given stock (but it can also be any other object in the market); in order to describe the variation of the price \( \Delta S_t = S_{t+\Delta t} - S_t \), for a small time interval \( \Delta t > 0 \), we proceed as follows

\[
\frac{\Delta S_t}{S_t} = \frac{S_{t+\Delta t} - S_t}{S_t} = \Delta t \cdot \mu + \text{“noise”}
\]
where $\mu$ is the drift of the process (a value which measure the behaviour in the mean) and the noisy term models the typical fluctuations of the market.

We may model the prices with the same terminology of the Brownian movement. The particle is the stock in the market (the fluid); there is a general movement of the fluid (depending on external factors that we may think to be deterministic) and random, local forces, as is, for instance, the balance between the numbers of buyers or sellers acting in a certain moment: any movement of this number cause the price to increase or decrease. However, we do not assume that the action of the noise on the particle is additive, but rather we assume it to be multiplicative; then the relevant proportional variation $\Delta S$ in the interval $\Delta t$ is given by a deterministic part $\mu \Delta t$ and a stochastic part proportional to the variation $\nu \Delta B_t$ of the underlying Brownian motion. Therefore, we say that the process $S_t$ satisfies

$$dS_t = \mu S_t \, dt + \sigma S_t \, dB_t, \quad (12.17)$$

If $\{B_t, \, t \geq 0\}$ is a Brownian motion on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbf{P})$, and $\mu \in \mathbb{R}, \nu > 0$ and $S_0 > 0$, the process $S_t$ is given by

$$S_t = S_0 \exp\left(\mu t - \frac{1}{2} \sigma^2 t + \sigma B_t\right). \quad (12.18)$$

$S_t$ is the geometrical Brownian motion, $\mu$ is called the drift and $\sigma^2$ is the volatility. This model plays a key rôle in mathematical finance, since it is at the basis of the renowned Black and Scholes model for pricing derivatives; however, its simplicity implies in particular that it can not be used in times of crisis, when sudden jumps may appear in the general behaviour of the market.

**Problem 12.5.** Compute Itô differential of the geometric Brownian motion (12.18) and show that it verifies equation (12.17).

**Linear stochastic equations**

We consider the following linear stochastic differential equation for an $\mathbb{R}^n$-valued process $X_t$:

$$\begin{cases}
    dX_t = [A(t)X_t + f(t)] \, dt + \sum_{j=1}^{d} \left[ B_j(t)X_t + g_j(t) \right] \, d\beta_j(t) \\
    X_{t_0} = x_0, \quad t_0 \leq t \leq T
\end{cases} \quad (12.19)$$

where $W_t = (\beta^1(t), \ldots, \beta^d(t))$ is a $d$-dimensional Brownian motion defined on a complete filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbf{P})$. In the above equation, $A(t)$ and $B_j(t)$ are deterministic $n \times n$ matrices and $f(t)$ and $g_j(t)$ are $\mathbb{R}^n$-valued functions defined on $[t_0, T]$.

**Theorem 12.13.** The linear stochastic differential equation (12.19) has, for any initial value $x_0 \in \mathbb{R}^n$ a unique continuous solution throughout the interval $[t_0, T]$ provided only that the functions $A(s), f(s), B_j(s), g_j(s)$ are measurable and bounded on that interval.

The proof of Theorem 12.13 follows easily by a suitable modification of the proof of Theorem 12.3.

Explicit solutions to non-homogeneous linear equations can be obtained, as in the ordinary differential equation case, by the variation of parameters technique. The following result is totally analogous
to the ordinary differential equations situation. We introduce the notion of fundamental matrix of the homogeneous equation corresponding to (12.19).

**Theorem 12.14.** The linear stochastic differential equation (12.19) with initial value \( x_0 \) has, on \([t_0, T]\), the solution

\[
X_t = \Phi_t \left( x_0 + \int_{t_0}^t \Phi_s^{-1} dY_s \right).
\]

(12.20)

Here,

\[
dY_t = [f(t) - \sum_{j=1}^d B_j(t)g_j(t)] \, dt + \sum_{j=1}^d g_j(t) \, d\beta_j(t)
\]

and the \( n \times n \) matrix \( \Phi_t \) is the fundamental matrix of the corresponding homogeneous equation, that is, the solution of the stochastic differential equation

\[
\begin{aligned}
\frac{d\Phi_t}{dt} &= A(t)\Phi_t \, dt + \sum_{j=1}^d B_j(t)\Phi_t \, d\beta_j(t) \\
\Phi(t_0) &= I.
\end{aligned}
\]

(12.21)

**Proof.** We only sketch the proof (see Arnold [Ar74] for more details). The most interesting part is the proof that the matrix \( \Phi_t \) is invertible. Indeed, since we already know that a solution to (12.19) exists unique, to prove the theorem is sufficient to verify directly that the given \( \{X_t\} \) verifies the equation.

The problem is well known and can be solved with different approaches. Here, we write \( \Phi = (\Phi_1, \ldots, \Phi_n) \), where \( \Phi_i \) are column vectors. Hence we have \( Y_t := (\det \Phi) = \det(\Phi_1, \ldots, \Phi_n) \) and the Itô differential verifies the equation

\[
dY_t = \left[ \sum_{i=1}^n \det(\Phi_1, \ldots, A\Phi_i, \ldots, \Phi_d) + \frac{1}{2} \sum_{i \neq j} \sum_{k=1}^m \det(\Phi_1, \ldots, B_k\Phi_i, \ldots, B_k\Phi_j, \ldots, \Phi_n) \\
+ \sum_{k=1}^d \left[ \sum_{i=1}^n \det(\Phi_1, \ldots, B_k\Phi_i, \ldots, \Phi_d) \right] d\beta_k(t) \right] dt
\]

Then, we recall the following identities, which hold for any \( n \times n \) matrix \( U \):

\[
\sum_{i=1}^n \det(\Phi_1, \ldots, U\Phi_i, \ldots, \Phi_n) = \text{Tr} \cdot \det \Phi
\]

(12.22)

\[
\sum_{i,j=1}^n \det(\Phi_1, \ldots, U\Phi_i, \ldots, U\Phi_j, \ldots, \Phi_n) = \frac{1}{2} \left( (\text{Tr} U)^2 - \text{Tr} U^2 \right) \cdot \det \Phi
\]

(12.23)

and we get the following expression for the differential of \( Y_t \):

\[
\begin{aligned}
dY_t &= \left[ \text{Tr} A + \frac{1}{2} \sum_{k=1}^d (\text{Tr} B_k)^2 - \text{Tr} B_k^2 \right] Y_t \, dt + \sum_{k=1}^d \text{Tr} B_k Y_t \, d\beta_k(t) \\
Y_0 &= 1
\end{aligned}
\]
that is,
\[
Y_t = \exp \left( \int_0^t \left[ \text{Tr} \left( A(s) - \sum_{k=1}^d B_k^2(s) \right) \right] \, ds + \sum_{k=1}^d \int_0^t \text{Tr} B_k(s) \, d\beta^k(s) \right).
\]

Since the determinant of $\Phi(t)$ is strictly positive, the matrix is invertible.
\[\square\]
This lecture is dedicated to Markov semigroups associated to diffusion processes which are solutions of stochastic differential equations with globally Lipschitz coefficients. Although the Markov property for solutions of SDEs could be proved under the general hypotheses of our Theorems 11.5 and 12.8, here we only consider the case of globally Lipschitz coefficients for the sake of simplicity. We refer to more advanced books, like Stroock and Varadhan [SV79], Karatzas and Shreve [KS88], Ikeda and Watanabe [IW81], Ethier and Kurtz [EK86] for the study of Markov property in full generality.

13.1 Continuous dependence on data

Our basic framework is the same as in the previous lecture. Let $B = \{B_t, \ t \geq 0\}$ be a $d$-dimensional Brownian motion defined on a stochastic basis $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$. Recall the definition of the space $M_p(s,T; E)$, $p \geq 1$, of all progressively measurable processes $\{Y_t, \ t \in [s,T]\}$ with values in $E$ such that

$$E \int_s^T |Y_r|^p_E \, dr < \infty, \quad 0 \leq s < T.$$ 

Here the space $(E, |\cdot|)$ is either the $n$-dimensional space $\mathbb{R}^n$ or the space of matrices $L(\mathbb{R}^d, \mathbb{R}^n)$ endowed with the Hilbert-Schmidt norm $\|\sigma\|_{L(\mathbb{R}^d, \mathbb{R}^n)} = \left(\sum_{i=1}^n \sum_{j=1}^d |\sigma_{ij}|^2\right)^{1/2}$.

In this lecture we consider the following class of stochastic differential equations

$$X_t = \eta + \int_s^t b(X_r) \, dr + \int_s^t \sigma(X_r) \, dB_r, \quad t \geq s, \quad (13.1)$$

where we assume there exists $K > 0$ such that

$$|b(x) - b(y)| + ||\sigma(x) - \sigma(y)|| \leq K|x - y|, \quad \forall x, y \in \mathbb{R}^n, \quad (13.2)$$

and moreover the initial condition $\eta \in L^2(\Omega, \mathbb{R}^n)$ is $\mathcal{F}_s$-measurable.
By the results in the previous lecture, we know that, for any $T > 0$, there exists a unique solution $X = \{X^x_t, t \in [s, T]\}$ which belongs to $L^2(\Omega; C(s, T; \mathbb{R}^n))$, i.e., $\{X^x_t, t \in [s, T]\}$ is a continuous process with values in $\mathbb{R}^n$, adapted to the filtration $\{\mathcal{F}_t\}$ and such that

$$E \left[ \sup_{t \in [s, T]} |X^x_t|^2 \right] < +\infty.$$ 

Recall that in particular $X \in M^2(s, T; \mathbb{R}^n)$. Note that we can introduce a continuous adapted process $X = \{X^x_t, t \geq s\}$, global defining for any $t > s$, $X^x_t = Y_t$, where $\{Y^x_u, u \in [s, [t] + 1]\}$ denotes the solution to (13.1) on the time interval $[s, [t] + 1]$ ([t] indicates the integer part of t).

We proceed with our first result.

**Proposition 13.1.** Let $T > 0$ be fixed, and $\{X_t, t \geq s\}$ be the solution to (13.1) under Hypothesis 13.1. Let $p \geq 2$. We have:

$$E \left[ \sup_{s \leq \theta \leq t} \left| \int_s^\theta \sigma(X_r) \, dB_r \right|^p \right] \leq c(p, T)E \left[ \int_s^t |\sigma(X_r)|^p \, dr \right], \quad t > s, \quad (13.3)$$

for a constant $c = c(p, T)$ which depends only on $p$ and $T$.

This proposition is a technical, yet important result; we shall sketch the proof in the appendix.

Let us define $S(X) = \{S(X)_t, t \in [s, T]\}$ the right-hand side of (13.1), for $X \in L^2(\Omega; C(s, T; \mathbb{R}^n))$. The solution of the equation can be obtained as the fixed point $X = S(X)$ from the Picard approximation scheme $X_{n+1} = S(X_n)$. Using Proposition 13.1, we estimate the distance between $S(X)$ and $S(Y)$ for different $X$ and $Y \in L^2(\Omega; C(s, T; \mathbb{R}^n))$.

Fix any $p \geq 2$ and assume that the initial condition in (13.1) belongs to $L^p(\Omega; \mathbb{R}^n)$. Then

$$E \left[ \sup_{s \leq \theta \leq t} |S(X)_\theta - S(Y)_\theta|^p \right] \leq 3^{p-1} E|X_s - Y_s|^p + 3^{p-1} E \left[ \sup_{s \leq \theta \leq t} \left| \int_s^\theta \left| b(X_r) - b(Y_r) \right| \, dr \right|^p \right]$$

$$+ 3^{p-1} E \left[ \sup_{s \leq \theta \leq t} \left| \int_s^\theta \left| \sigma(X_r) - \sigma(Y_r) \right| \, dB_r \right|^p \right].$$

The stochastic integral is bounded, using (13.3), by

$$c(p, T) E \left[ \int_s^t |\sigma(X_r) - \sigma(Y_r)|^p \, dr \right];$$

we apply Hölder inequality in the deterministic integral and we get

$$E \left[ \sup_{s \leq \theta \leq t} \left| \int_s^\theta \left| b(X_r) - b(Y_r) \right| \, dr \right|^p \right] \leq E \left[ \sup_{s \leq \theta \leq t} \left| \theta - s \right|^{p-1} \left| \int_s^\theta \left| b(X_r) - b(Y_r) \right|^p \, dr \right| \right]$$

$$\leq (T - s)^{p-1} E \left[ \int_s^t \left| b(X_r) - b(Y_r) \right|^p \, dr \right].$$
Now, recalling that $b$ and $\sigma$ are Lipschitz continuous functions, with Lipschitz constant $K$, we obtain the following estimate
\[
E \left[ \sup_{s \leq \theta \leq t} |S(X)_\theta - S(Y)_\theta|^p \right] \leq 3^{p-1} E|X_s - Y_s|^p + c(p, T, K) E \left[ \int_s^t |X_r - Y_r|^p \, dr \right]. 
\] (13.4)

Below, we state a useful consequences of (13.4), i.e., we estimate the dependence on the initial conditions. With the usual convention, the constant $C$ may vary from line to line; we write $C = C(a, b, c)$ in order to emphasize the dependence on the parameters listed in brackets.

**Proposition 13.2.** Assume Hypothesis 13.1 and take $\eta, \gamma \in L^p(\Omega, \mathcal{F}_s; \mathbb{R}^n)$, $p \geq 2$. Then, for $0 \leq s \leq t \leq T$, there exists a constant $C = C(T, K, p) > 0$ such that
\[
E \left[ \sup_{s \leq \theta \leq t} |X^{s, \eta}_\theta - X^{s, \gamma}_\theta|^p \right] \leq e^{C(t-s)} E|\eta - \gamma|^p. 
\] (13.5)

**Proof.** We set $X_t = X^{s, \eta}_t$ and $Y_t = X^{s, \gamma}_t$; the proof uses Gronwall’s lemma and estimate (13.4). We define $\phi(t) = E \left[ \sup_{s \leq \theta \leq t} |X_\theta - Y_\theta|^p \right]$ and we find from (13.4)
\[
\phi(t) \leq 3^{p-1} E|\eta - \gamma|^p + C \int_s^t \phi(\theta) \, d\theta, \quad T \geq t \geq s
\]
so the thesis follows from an application of Gronwall’s lemma:
\[
\phi(t) \leq e^{C(t-s)} E|\eta - \gamma|^p.
\]

The following result will be a key step in order to prove Feller property for the Markov semigroup associated to (13.1).

**Corollary 13.3.** Assume Hypothesis 13.1 and take $x, y \in \mathbb{R}^n$. Then, for any $p \geq 2$ and $0 \leq s \leq t \leq T$, there exists a constant $C = C(p, T, K)$ such that
\[
E \left[ \sup_{s \leq \theta \leq t} |X^{s, x}_\theta - X^{s, y}_\theta|^p \right] \leq C|x - y|^p.
\] (13.6)

In Lecture 2 we stated a version of Kolmogorov continuity theorem 2.16 for the case of a stochastic process on $T = (0, 1)$. Now we need an extension of that result, stated in terms of a random field $\{X^x, x \in \mathbb{R}^m\}$. The proof follows exactly the one for the 1-dimensional case, and will not be given.

**Theorem 13.4.** Let $\{X^x, x \in \mathbb{R}^m\}$ be a family of random variables on $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $\mathbb{R}^n$. Suppose that there exist positive constants $a$, $b$ and $c$ such that
\[
E|X^x - X^y|^b \leq c|x - y|^{m+a}, \quad x, y \in \mathbb{R}^m.
\]

Then, there exists a random field $\{Y^x, x \in \mathbb{R}^m\}$ such that $Y^x = X^x$, a.s., $x \in \mathbb{R}^m$, and the mapping: $x \mapsto Y^x(\omega)$, is $\gamma$-Hölder continuous on each compact set of $\mathbb{R}^m$, for any $\gamma < \frac{a}{b}$, $\omega$-a.s.
Now we are able to state our result concerning continuous dependence on the initial condition. With no loss of generality, we fix the initial condition at time \( s = 0 \) and we denote \( \{X_t^x\} \) the solution of (13.1) with initial condition \( X_0^x = x \). Applying Corollary 13.3 for \( p > n + 1 \) and the previous Kolmogorov regularity theorem, we obtain the following.

**Theorem 13.5.** Under Hypothesis 13.1, there exists a process \( Y = \{Y_t^x, t \geq 0\}, x \in \mathbb{R}^n \), such that

1. the mapping: \( t \mapsto Y_t^x \) is continuous from \([0, \infty)\) into \( \mathbb{R}^n \), for any \( x \in \mathbb{R}^n \), a.s.;
2. the mapping: \( x \mapsto Y_t^x \) is continuous from \( \mathbb{R}^n \) into \( \mathbb{R}^n \), for any \( t \geq 0 \), a.s.;
3. \( Y_t^x = X_t^x \), a.s. for any \( t \geq 0 \) and \( x \in \mathbb{R}^n \).

**Remark 13.6.** With a little more effort it is possible to extend the above result to show continuous dependence of \( X_t^{s,x} \) on all three parameters \( s \leq t \) and \( x \in \mathbb{R}^n \). For this, and more refined results on the regularity of \( \{X_t^{s,x}\} \) we refer to the bibliography quoted in the introduction.

**Remark 13.7.** From now on we will always deal with the continuous version of the solution \( \{X_t^{s,x}\} \) whose existence is proved in Theorem 13.5.

Let \( X^{s,\eta} \) be a solution of (13.1) with initial condition \( \eta \in L^2(\Omega, \mathcal{F}_s; \mathbb{R}^n) \). Next result shows how each given path of the solution depends on the initial condition.

**Lemma 13.8.** Assume Hypothesis 13.1 and take the initial condition \( \eta \in L^2(\Omega, \mathcal{F}_s; \mathbb{R}^n) \). Then, for \( 0 \leq s \leq t \), we have, \( \omega \) a.s.,

\[
X_t^{s,\eta}(\omega) = X_t^{s,\eta(\omega)}(\omega).
\]

**Proof.** Let us first assume that \( \eta \) takes only a finite number of values \( y_1, \ldots, y_m \in \mathbb{R}^n \), i.e.,

\[
\eta = \sum_{i=1}^m 1_{\{\eta = y_i\}} y_i.
\]

Then we have

\[
X_t^{s,\eta(\omega)} 1_{\{\eta = y_i\}} = X_t^{s,y_i} 1_{\{\eta = y_i\}}.
\]

Indeed, the process on the left hand side is

\[
X_t^{s,\eta} 1_{\{\eta = y_i\}} = 1_{\{\eta = y_i\}} \left( \eta + \int_s^t b(X_r^{s,\eta}) \, dr + \int_s^t \sigma(X_r^{s,\eta}) \, dB_r \right)
= 1_{\{\eta = y_i\}} \left( y_i + \int_s^t b(X_r^{s,\eta}) \, dr + \int_s^t \sigma(X_r^{s,\eta}) \, dB_r \right)
\]

Let \( A_i = \{\eta = y_i\} \). Now if we work on the probability space \((A_i, \mathbb{P} |_{A_i})\) we find easily by uniqueness (using the Lipschitz continuity of coefficients) that \( X_t^{s,\eta} 1_{\{\eta = y_i\}} = X_t^{s,y_i} 1_{\{\eta = y_i\}} \); note in particular that

\[
\int_s^t \sigma(X_r^{s,\eta}) \, dB_r(\omega) = \int_s^t \sigma(X_r^{s,\eta} 1_{\{\eta = y_i\}}) \, dB_r(\omega), \quad \omega \in A_i,
\]

Since \( X_t^{s,y_i}(\omega) = X_t^{s,\eta(\omega)}(\omega), \omega \in A_i \), we have the assertion.
To treat the general case, we first approximate \( \eta \) by a sequence of random variables \( \{ \eta_m \} \subset L^2(\Omega, \mathcal{F}_s; \mathbb{R}^n) \) taking only a finite number of values and such that \( \mathbb{E}|\eta_m - \eta|^2 \to 0 \), as \( m \to \infty \), and \( \lim_{m \to \infty} \eta_m(\omega) = \eta(\omega), \) \( \omega \) a.s.. Then we pass to the limit as \( m \to \infty \) in

\[
X_t^{s,\eta_m}(\omega) = X_t^{s,\eta_m}(\omega).
\]

Note that \( \lim_{m \to \infty} X_t^{s,\eta_m}(\omega) = X_t^{s,\eta}(\omega), \) a.s., using that \( x \mapsto X_s,x_t(\omega) \) is continuous. Moreover, by Proposition 13.2, we know that, possibly passing to a subsequence, \( \lim_{m \to \infty} X_t^{s,\eta_m}(\omega) = X_t^{s,\eta}(\omega), \) \( \omega \) a.s.. The proof is complete.

We can now prove the following important theorem which defines the stochastic flow property of the solution of (13.1).

**Theorem 13.9.** Assume Hypothesis 13.1 and fix an initial condition \( x \in \mathbb{R}^n \). Then, for \( 0 \leq s \leq r \leq t \), we have, \( \omega \) a.s.,

\[
X_t^{s,x} = X_r^{s,r} X_t^{r,x}.
\]  

**Proof.** We fix \( r \geq s \) and introduce \( Z_t = X_t^{r,x} X_t^{r,x}, \) \( t \geq r \). The process \( \{Z_t, \ t \geq r\} \) solves

\[
Z_t = X_t^{s,x} + \int_r^t b(Z_u) \, du + \int_r^t \sigma(Z_u) \, dB_u
\]

\[
= x + \int_s^r b(X_u^{s,x}) \, du + \int_s^r \sigma(X_u^{s,x}) \, dB_u + \int_r^t b(Z_u) \, du + \int_r^t \sigma(Z_u) dB_u.
\]

If in the previous formula, we replace \( Z_u \) with \( X_u^{s,x} \), for \( u \geq r \), we get

\[
Z_t = x + \int_s^t b(X_u^{s,x}) \, du + \int_s^t \sigma(X_u^{s,x}) \, dB_u, \ t \geq r.
\]

It follows that \( Z_t = X_t^{s,x}, \ t \geq r \), and the assertion is proved.

\[\square\]

**13.2 The Markov property**

Let us consider the process \( X^x = \{X_t^x, \ t \geq 0\} \), which solves

\[
X_t^x = X_0^x = x + \int_0^t b(X_r^x) \, dr + \int_0^t \sigma(X_r^x) \, dB_r, \quad t \geq 0, \ x \in \mathbb{R}^n.
\]

We state the Markov property for \( X^x \): we introduce the candidate to be a transition probability function

\[
p(t, x, \Gamma) = \mathbb{P}(X_t^x \in \Gamma)
\]

and prove that it verifies the Markov property.
We state the Markov property in the integral form: for any \( f \in \mathcal{M}_b(\mathbb{R}^n) \), \( x \in \mathbb{R}^n \), \( t, s \geq 0 \), it holds

\[
\mathbb{E}[f(X_{t+s}^x) \mid \mathcal{F}_t] = u(s, X_t^x), \quad \text{where} \quad u(s, y) := \int_{\mathbb{R}^n} f(z)p(s, y, dz), \quad y \in \mathbb{R}^n.
\]  

(13.8)

The first remark is that it is enough to prove (13.8) when \( f \in \mathcal{M}_b(\mathbb{R}^n) \) if and only if it holds for any \( f \in \mathcal{M}_b(\mathbb{R}^n) \), i.e., \( f \) is continuous and bounded on \( \mathbb{R}^n \), and the verification of this remark is left as exercise.

**Problem 13.1.** By using the Dynkin \( \pi - \lambda \) lemma, shows that (13.8) holds for any \( f \in \mathcal{M}_b(\mathbb{R}^n) \) if and only if it holds for any \( f \in \mathcal{M}_b(\mathbb{R}^n) \).

**Hint:** define \( \mathbb{H} = \{ A \in B(\mathbb{R}^n) \} \) such that (13.8) holds when \( f = 1_A \); show that \( \mathbb{H} \) contains all closed sets and that is a \( \lambda \)-system; deduce that \( \mathbb{H} = B(\mathbb{R}^n) \).

**Theorem 13.10.** Assume Hypothesis 13.1. Then \( X^x = \{X_t^x\} \) is a Markov process on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\) with transition function

\[
p(t, x, A) = \mathbb{P}(X_t^x \in A), \quad A \in B(\mathbb{R}^n).
\]

**Proof.** We fix \( f \in \mathcal{M}_b(\mathbb{R}^n) \), \( t, s \geq 0 \), \( x \in \mathbb{R}^n \), and prove (13.8).

Using the stochastic flow property (13.7), we have \( \mathbb{E}[f(X_{t+s}^x) \mid \mathcal{F}_t] = \mathbb{E}[f(X_{t+s}^0) \mid \mathcal{F}_t] \). Hence it remains to verify that

\[
\mathbb{E}[f(X_{t+s}^0) \mid \mathcal{F}_t] = u(s, X_t^x).
\]  

(13.9)

The proof is divided into three steps: first, we prove that the above identity holds when \( X_t^x = y \) is a deterministic point, then we proceed to the general case.

**Step I.** We have to compare the solutions \( Y_s^y := X_{t+s}^{t,y} \) and \( X_s^y \); by construction, they are the limits of the following Picard approximations

\[
\begin{cases}
X_{n+1}^x = S(X_n^x) = y + \int_0^s b(X_r^x) \, dr + \int_0^s \sigma(X_r^x) \, dB_r,
Y_{n+1}^y = S'(X_n^x) = y + \int_0^s b(Y_r^y) \, dr + \int_0^s \sigma(Y_r^y) \, dB_r', & n \geq 0,
X_0^y = y, \quad Y_0^y = y,
\end{cases}
\]  

(13.10)

where \( B' = \{B'_s, s \geq 0\}, B'_r = B_{t+r} - B_t \), is again a standard \( d \)-dimensional Brownian motion which is independent from \( \mathcal{F}_t \) (we consider \( B' \) as a \( d \)-dimensional Brownian motion on \((\Omega, \mathcal{F}, \mathbb{P})\) with respect to its natural completed filtration \( \{\mathcal{F}'_t\} \)). It is easily seen by induction that the random variable \( Y_s^y \) is independent from \( \mathcal{F}_t \), for any \( n \geq 0 \), and passing to the limit, by the proof of Theorem 12.3 we know that

\[
\lim_{m \to \infty} \mathbb{E}[\sup_{h \in [0, T-t]} |X_{t+h}^{t,y} - X_{t+h}^y|^2] = 0, \quad \forall T > 0,
\]

and we obtain that the random variable

\( X_{t+s}^{t,y} \) is independent from \( \mathcal{F}_t \), for any \( s \geq 0 \).

Next, consider the two continuous processes \( Y^1 = \{Y_s^1, s \geq 0\}, Y_s^1 := y + b(y)s + \sigma(y)B'_s \), which is adapted with respect to \( \{\mathcal{F}'_t\} \), and and \( X^1 = \{X_s^1, s \geq 0\}, X_s^1 = y + b(y)s + \sigma(y)B_s \), which is
adapted with respect to \( \{ F_t \} \). We note that the continuous processes \((X^1, B)\) and \((Y^1, B')\), both with values in \( \mathbb{R}^{n+d} \), have the same law (i.e., they have the same finite-dimensional distributions).

We claim that the same holds for any \( n \), i.e., the continuous processes \((X^n, B)\) and \((Y^n, B')\) have the same law. This can be proved by induction, using the lemma below.

Since mean square convergence implies in particular convergence in law for random variables, passing to the limit as \( n \to \infty \), we get in particular that the random variables

\[
X^{t+u}_{t+u} \quad \text{and} \quad X^u_y = Y^y \quad \text{have the same distribution.} \tag{13.11}
\]

**Lemma 13.11.** Let \( b \) and \( \sigma \) satisfy Hypothesis 13.1. Consider two stochastic bases \((\Omega, \mathcal{F}, \{F_t\}, \mathbb{P})\) and \((\Omega, \mathcal{F}, \{F'_t\}, \mathbb{P})\) on which are defined two \( d \)-dimensional Brownian motions, denoted respectively by \( B \) and \( B' \). Fix any \( T > 0 \) and consider two continuous adapted processes \( U = \{U_t, t \in [0, T]\} \) and \( V = \{V_t, t \in [0, T]\} \) in \( M^2(0, T; \mathbb{R}^n) \), defined respectively on the stochastic bases \((\Omega, \mathcal{F}, \{F_t\}, \mathbb{P})\) and \((\Omega, \mathcal{F}, \{F'_t\}, \mathbb{P})\). Assume that the processes \((U, B)\) and \((V, B')\) with values in \( \mathbb{R}^{n+d} \) have the same law.

Let \( X \) and \( Y \) be continuous processes with values in \( \mathbb{R}^n \) given by

\[
\begin{align*}
X_s &= \mathcal{S}(U)_s = y + \int_0^s b(U_r) \, dr + \int_0^s \sigma(U_r) \, dB_r \\
Y_s &= \mathcal{S}(V)_s = y + \int_0^s b(V_r) \, dr + \int_0^s \sigma(V_r) \, dB'_r, \quad s \in [0, T],
\end{align*}
\tag{13.12}
\]

Then also the processes \((X, B)\) and \((Y, B')\) have the same law.

**Proof.** We only briefly sketch the proof and refer to Section 5.4 of Durrett [Du96] for a complete proof.

At first, assume that \( U \) and \( V \) are elementary processes; then the claim follows in view of the definition of stochastic integral. In the general case, we first approximate \( U \) and \( V \) with elementary processes and then pass to the limit.

We continue with the proof of Theorem 13.10.

**Step II.** Step I and (13.11) actually show that the following sequence of identities hold:

\[
\mathbb{E}[f(X_{t+u}^y) \mid \mathcal{F}_t] = \mathbb{E}[f(X_{t+u}^y)] = \mathbb{E}[f(Y^y)] = u(s, y), \quad y \in \mathbb{R}^n. \tag{13.13}
\]

**Step III.** We show that (13.13) holds also when the initial condition \( y \) is replaced by any random variable \( Y \in L^2(\Omega, \mathcal{F}_t; \mathbb{R}^n) \), i.e.,

\[
\mathbb{E}[f(X_{t+u}^y) \mid \mathcal{F}_t] = u(s, Y) = \mathbb{E}[f(Y^y)]_{y=Y}. \tag{13.14}
\]

It is clear that from this claim we deduce in particular formula (13.11).

First assume that \( Y \) takes only a finite number of values \( y_1, \ldots, y_m \in \mathbb{R}^n \), i.e., \( Y = \sum_{i=1}^m \mathbb{1}_{\{Y=y_i\}} y_i \), where the family \( \{ Y = y_i \} \) is a partition of \( \Omega \) contained in \( \mathcal{F}_t \). We get, using the previous step and the independence of \( X^n_{t+u} \) from \( \mathcal{F}_t \),

\[
\mathbb{E}[f(X_{t+u}^y)] = \sum_{i=1}^m \mathbb{E}[f(X_{t+u}^{y_i}) \mathbb{1}_{\{Y=y_i\}}] = \sum_{i=1}^m \mathbb{E}[u(s, y_i)] \mathbb{P}(A_i) = \mathbb{E}[u(s, Y)].
\]
In the general case, take a sequence \((Y_n) \subset L^2(\Omega, \mathcal{F}_t; \mathbb{R}^n)\) of random variables, taking only a finite number of values, such that
\[
\lim_{n \to \infty} \mathbb{E}|Y_n - Y|^2 = 0, \quad \lim_{n \to \infty} Y_n = Y, \quad \text{a.s.}
\]
By the continuity properties of \(y \mapsto X^y_t\), we know that \(X^t_{t+s}\) converges a.s. to \(X^t_{t+s}\) as \(n \to \infty\). Hence, since \(f \in C_b(\mathbb{R}^n)\), we know that
\[
\lim_{n \to \infty} f(X^t_{t+s}) = f(X^t_{t+s}), \quad \text{a.s.}
\]
We write
\[
\mathbb{E}[f(X^t_{t+s}) | \mathcal{F}_t] = u(s, Y_n) = \mathbb{E}[f(X^Y_t)]_{y=Y_n}.
\]
Passing to the limit as \(n \to \infty\) in (13.15), using also the dominated convergence theorem for conditional expectation, we finally obtain the claim. The proof is complete.

### 13.2.1 Diffusion Markov semigroups

The semigroup of bounded linear operators \(\{P_t, t \geq 0\}, P_t : M_b(\mathbb{R}^n) \to M_b(\mathbb{R}^n)\),
\[
P_t f(x) = \mathbb{E}[f(X^x_t)], \quad f \in M_b(\mathbb{R}^n), \quad x \in \mathbb{R}^n
\]
is called the *diffusion Markov semigroup* associated to \(\{X^x_t\}\).

Using the continuity of the mappings \(x \mapsto X^x_t(\omega)\) and \(t \mapsto X^x_t(\omega)\) (\(\omega\)-a.s.) together with the dominated convergence theorem, one easily proves

**Proposition 13.12.** Assume Hypothesis 13.1. Then the diffusion Markov semigroup \(\{P_t\}\) is Feller.

**Problem 13.2.** Consider a problem with *additive noise*, i.e., assume that \(\sigma(x) \equiv \sigma\) is constant, and assume that \(b\) is bounded and Lipschitz continuous on \(\mathbb{R}^n\). Show that the diffusion semigroup \(\{P_t\}\) is Feller-Dynkin, i.e., \(C_0(\mathbb{R}^n)\) is invariant for \(\{P_t\}\).

Let us compute the *generator* of \(\{P_t\}\). To this purpose, let us introduce the second order (possibly degenerate) elliptic *Kolmogorov operator* \(L\) associated to (13.1)
\[
L f(x) = \frac{1}{2} \text{Tr}(\sigma(x) \nabla^2 f(x) \sigma^*(x)) + \langle \nabla f(x), b(x) \rangle, \quad f \in C^2_c(\mathbb{R}^n), \quad x \in \mathbb{R}^n
\]
where \(C^2_c(\mathbb{R}^n)\) denotes the space of all functions \(f : \mathbb{R}^n \to \mathbb{R}\) having compact support and first and second continuous partial derivatives.

Introducing the symmetric non-negative matrix \(q(x) = \sigma(x) \sigma^*(x), \quad x \in \mathbb{R}^n\), \(L\) can be written as
\[
L f(x) = \frac{1}{2} \text{Tr}(q(x) \nabla^2 f(x)) + \langle \nabla f(x), b(x) \rangle = \frac{1}{2} \sum_{i,j=1}^n q_{ij}(x) \partial^2_{x_i,x_j} f(x) + \sum_{i=1}^n b_i(x) \partial_{x_i} f(x),
\]
(13.18)
for any \( f \in C^2_c(\mathbb{R}^n), \ x \in \mathbb{R}^n \).

Recall the definition of generator for the Feller semigroup \( \{P_t\} \) (see also Lecture 6)

\[
D(A) = \{ f \in C_b(\mathbb{R}^n) : \text{there exists } g \in C_b(\mathbb{R}^n) \text{ such that } \sup_{t>0} \frac{1}{t} \| P_t f - f \|_\infty < \infty \}
\]

and

\[
A f(x) = \lim_{t \to 0^+} \frac{1}{t} (P_t f(x) - f(x)), \quad f \in D(A), \ x \in \mathbb{R}^n.
\]

**Proposition 13.13.** Assume Hypothesis 13.1 and consider the diffusion Markov semigroup \( \{P_t\} \), see (13.16). Then \( C^2_c(\mathbb{R}^n) \subset D(A) \), and for any \( f \in C^2_c(\mathbb{R}^n) \), \( A f(x) = L f(x), \ x \in \mathbb{R}^n \).

**Proof.** Take \( f \in C^2_c(\mathbb{R}^n) \) and set \( X_t = X_t^x \). By Itô formula we have

\[
f(X_t(\omega)) - f(x) = \int_0^t \langle \nabla f(X_u(\omega)), b(X_u(\omega)) \rangle \, du + \frac{1}{2} \int_0^t \left( \sum_{i,j=1}^n q_{ij}(X_u(\omega)) \partial^2_{x_i, x_j} f(X_u(\omega)) \right) \, du
\]

\[
+ Y_t(\omega) = \int_0^t L f(X_u(\omega)) \, du + Y_t(\omega), \quad \text{a.s., } t \geq 0,
\]

(13.20)

where \( q(x) = \sigma(x)\sigma(x)^* \) and the process \( \{Y_t\} \) is given by

\[
Y_t = \sum_{i,j=1}^n \int_0^t \partial_{x_i} f(X_u) \sigma_{ij}(X_u) dB_u^j := \int_0^t \langle \nabla f(X_u), \sigma(X_u) \, dB_u \rangle.
\]

Since \( \mathbb{E}[Y_t] = 0, \ t \geq 0 \), applying expectation in (13.20), we get, for \( t \geq 0 \),

\[
\mathbb{E}[f(X_t^x)] - f(x) = \int_0^t \mathbb{E}[L f(X_u^x)] \, du.
\]

Since \( L f \) is bounded on \( \mathbb{R}^n \), we get, for any \( t > 0 \), the upper bound

\[
\sup_{x \in \mathbb{R}^n} \left| \frac{\mathbb{E}[f(X_t^x)] - f(x)}{t} \right| = \sup_{x \in \mathbb{R}^n} \left| \frac{P_t f(x) - f(x)}{t} \right| \leq \| L f \|_\infty.
\]

Moreover, \( \lim_{t \to 0^+} \frac{\mathbb{E}[f(X_t^x)] - f(x)}{t} = L f(x), \ x \in \mathbb{R}^n \). The proof is complete.

---

### 13.3 Kolmogorov equations

In this section we discuss the relation between the diffusion Markov semigroup \( \{P_t, \ t \geq 0\} \), see (13.16), and parabolic equations involving the Kolmogorov operator \( L \) introduced in (13.18). We do not develop the argument in a complete way; we only present some simple basic facts.

We always assume Hypothesis 13.1 and denote by \( \{X^x_t\} \) the solution to (13.1). Hence

\[
P_t f(x) = \mathbb{E}[f(X_t^x)], \quad f \in M_b(\mathbb{R}^n).
\]
We will also use the space $C^2_b(\mathbb{R}^n)$ of all functions $f : \mathbb{R}^n \to \mathbb{R}$ which are continuous and bounded on $\mathbb{R}^n$ together with its first and second partial derivatives.

In the following result we do not need to use the Markov property of $\{X^x_t\}$ but only the Itô formula.

**Proposition 13.14.** Let $f \in C^2_b(\mathbb{R}^n)$. Then we have:

$$
\mathbb{E}(f(X^x_t)) = f(x) + \mathbb{E} \int_0^t L f(X^x_s) \, ds, \quad t \geq 0,
$$

and

$$
\lim_{h \to 0} \frac{\mathbb{E}[f(X^{x+h}_t)] - \mathbb{E}[f(X^x_t)]}{h} = \mathbb{E}[Lf(X^x_t)], \quad x \in \mathbb{R}^n, \ t \geq 0.
$$

**Proof.** We simply apply the expectation in Itô formula (13.20). We only remark that the process $\{Y_t\}$ in (13.20) is well defined: indeed the estimate

$$
|\sigma(X^x_u)^* \nabla f(X^x_u)|^2 \leq C \|\nabla f\|_{\infty}^2 (1 + |X^x_u|^2),
$$

shows that the process $\{\sigma(X^x_u)^* \nabla f(X^x_u), u \geq 0\}$, $x \in \mathbb{R}^n$, belongs to $M^2(0,T; \mathbb{R}^n)$, for any $T > 0$.

\[ \square \]

**Remark 13.15.** The previous result admits the following PDEs-interpretation. Assume that there exists the density $p(t, x, y)$ of the law of the random variable $X^x_t$. According to Proposition 13.14, $p(t, x, y)$ verifies

$$
\int_{\mathbb{R}^n} p(t, x, y) f(y) \, dy = f(x) + \int_0^t \int_{\mathbb{R}^n} p(s, x, y) L_y f(y) \, dy \, ds
$$

and we say that it is a generalized solution of the so-called **Fokker-Planck parabolic equation**:

$$
\begin{align*}
\partial_t p(t, x, y) &= L^*_x p(t, x, y), \quad t > 0, \ x \in \mathbb{R}^n, \\
\lim_{t \downarrow 0} p(t, x, y) &= \delta_x(y), \quad x \in \mathbb{R}^n.
\end{align*}
$$

This equation involves the formal adjoint $L^*$ of $L$:

$$
L^*_x \phi(y) = \frac{1}{2} \sum_{i, j=1}^n \partial^2_{y_i y_j} q_{ij}(y) \phi(y) - \sum_{i=1}^n \partial_{y_i} (b_i(y) \phi(y)), \quad \phi \in C^2_b(\mathbb{R}^n),
$$

in distributional sense, compare with (13.23). For more details on Fokker-Planck equations, see for instance Krylov [Kr95]. The Fokker-Planck equation (13.24) is also called the **Kolmogorov forward equation**.

Let us consider now the following autonomous second order (possibly degenerate) **parabolic Cauchy problem**, involving the Kolmogorov operator $L$,

$$
\begin{align*}
\partial_t u(t, x) &= Lu(t, x), \quad t > 0, \\
\ u(0, x) &= f(x), \quad x \in \mathbb{R}^n,
\end{align*}
$$

where clearly $L$ acts on the $x_i$-variables and $f \in C^2_b(\mathbb{R}^n)$ is the given initial condition.

We want to show that, under suitable assumptions, $u(t, x) := P_t f(x)$ provides the (unique) classical solution to (13.25).
Definition 13.16. By a classical solution of (13.25) we mean a continuous and bounded function $u : [0, +\infty) \times \mathbb{R}^n \to \mathbb{R}$ which has continuous partial derivative $\partial_t u$ and continuous and bounded partial derivatives $\partial_x u$ and $\partial_x^2 u$ on $(0, +\infty) \times \mathbb{R}^n$ and solves (13.25).

Theorem 13.17. Assume Hypothesis 13.1 and consider the Cauchy problem (13.25) with $f \in C_b^2(\mathbb{R}^n)$.

(i) (uniqueness) Let $u$ be a classical solution of (13.25); then $u(t, x) := P_t f(x)$, where $\{P_t\}$ is the diffusion semigroup associated to (13.1).

(ii) (existence) Assume in addition the following property

\[ P_t(C_b^2(\mathbb{R}^n)) \subset C_b^2(\mathbb{R}^n), \quad t \geq 0. \] (13.26)

Then, defining $v(t, x) := P_t f(x)$, $v$ is the classical solution to (13.25).

Proof. (i) Let $X_t = X_t^x$. We fix $t > 0$, $x \in \mathbb{R}^n$, and apply Itô formula to the process $\{u(t-s, X_s), s \in [0, t]\}$. We have

\[
u(0, X_t) = u(t, x) - \int_0^t \partial_t u(t-r, X_r) \, dr + \int_0^t Lu(t-r, X_r) \, dr + \int_0^t \langle \nabla_x u(t-r, X_r), \sigma(X_r) \rangle dB_r \]

\[
= u(t, x) + \int_0^t \langle \nabla_x u(t-r, X_r), \sigma(X_r) \rangle dB_r,
\]

since $u$ is a solution to (13.25). Applying expectation we infer

\[
u(t, x) = \mathbb{E}[u(0, X_t)] = \mathbb{E}[f(X_t)] = P_t f(x), \quad t \geq 0, \quad x \in \mathbb{R}^n.
\]

(ii) Set $X_t = X_t^x$. We apply Itô formula to the process $\{f(X_t), t \geq 0\}$ to find

\[
\begin{align*}
f(X_t) &= f(x) + \int_0^t Lf(X_r) \, dr + \int_0^t \langle \nabla f(X_r), \sigma(X_r) \rangle dB_r.
\end{align*}
\]

Taking expectation, we get

\[
\mathbb{E}f(X_{t+h}) - \mathbb{E}f(X_t) = \int_t^{t+h} \mathbb{E}[Lf(X_r)] \, dr, \quad h \geq 0.
\]

Hence, there exists, for any $t > 0$,

\[
\partial_t v(t, x) = \lim_{h \to 0} \frac{P_{t+h} f(x) - P_t f(x)}{h} = \mathbb{E}[Lf(X_t^x)] = P_t(Lf)(x).
\] (13.27)

Note that the last formula holds also when $t = 0$ if we consider the limit for $h \to 0^+$.

To compute the previous limit, we have used that the mapping: $s \mapsto \mathbb{E}[Lf(X_s)]$ is continuous on $[0, T]$. Such continuity follows applying the dominated convergence theorem thanks to the estimate

\[
\sup_{s \in [0, T]} |Lf(X_s)| \leq C(1 + \sup_{s \in [0, T]} |X_s|), \quad a.s..
\]

Now we use Hypothesis (13.26), i.e., $P_t f \in C_b^2(\mathbb{R}^n)$, and the semigroup property in order to obtain
\[ \partial_t v(t, x) = \lim_{h \to 0^+} \frac{P_h(P_t f)(x) - P_t f(x)}{h} = LP_t f(x), \quad t > 0, \ x \in \mathbb{R}^n. \] (13.28)

We have just showed that

\[
\begin{aligned}
\partial_t (P_t f)(x) &= L(P_t f)(x) = P_t (Lf)(x), \quad t > 0, \\
P_0 f(x) &= f(x), \quad x \in \mathbb{R}^n.
\end{aligned}
\]

The proof is complete.

\[ \square \]

**Remark 13.18.** Let us consider a PDEs-interpretation of Theorem 13.17.

Assume that the law \( p(t, x, A) = \mathbb{P}(X_t^x \in A), A \in B(\mathbb{R}^n) \), has a density \( p(t, x, y) \) with respect to the Lebesgue measure (this is well known if we assume in addition that there exists \( \nu > 0 \) such that \( \langle q(x) h, h \rangle \geq \nu |h|^2, x, h \in \mathbb{R}^n \)). In this case the assertion \((ii)\) says that \( p(t, x, y) \) is the *fundamental solution* to the parabolic equation (13.25).

The previous results are the starting points for the study of regularity for solutions of parabolic Kolmogorov equations by probabilistic methods (one important reference on this subject is the book by Krylov [Kr95]; see also the books of Nualart [Nu95] and Bass [Bas95].

Note that one can start from the Cauchy problem (13.25), where the operator \( L \) is given, for any \( f \in C^2_b(\mathbb{R}^n) \), by the formula

\[
Lf(x) = \frac{1}{2} \text{Tr}(q(x) \nabla^2 f(x)) + \langle \nabla f(x), b(x) \rangle = \frac{1}{2} \sum_{i,j=1}^n q_{ij}(x) \partial_{x,x}^2 f(x) + \sum_{i=1}^n b_i(x) \partial_x f(x)
\]

\((q(x)\) is a real \( n \times n \) symmetric non-negative matrix). Assume that \( b : \mathbb{R}^n \to \mathbb{R}^n \) is Lipschitz continuous and assume also that \( q_{ij} \in C^2(\mathbb{R}^n) \) with first and second bounded derivatives on \( \mathbb{R}^n \).

Under such assumptions, one can show (see for instance Stroock and Varadhan [SV79]) that there exists a unique real \( n \times n \) symmetric non-negative matrix \( \sigma(x) \) such that

\[
\sigma(x)^2 = q(x), \quad x \in \mathbb{R}^n, \quad \text{and the mapping: } x \mapsto \sigma(x) \text{ is Lipschitz continuous on } \mathbb{R}^n.
\]

Hence, using such \( \sigma(x) \), we can associate to \( L \) a diffusion process which solves a SDE, involving \( b \) and \( \sigma \), and a related diffusion semigroup \( \{P_t\} \). It is clear that regularity properties of \( \{P_t\} \) will give regularity properties for the Kolmogorov equation (13.25).

**Problem 13.3.** Here we require to check the crucial condition (13.26) of Theorem 13.17 in a special case, i.e., when there is *additive noise*. To this purpose, assume that \( \sigma(x) \equiv \sigma \) is constant, that \( b \in C^2(\mathbb{R}^n, \mathbb{R}^n) \) is Lipschitz continuous on \( \mathbb{R}^n \) and show that

\[
P_t(C^2_b(\mathbb{R}^n)) \subset C^2_b(\mathbb{R}^n), \ t \geq 0.
\] (13.29)

**Hint: Step I.** Denote by \( X^s = \{X^s_t, \ t \in [0, T]\} \) the solution of (13.1) on \([0, T]\), with \( s = 0 \). Fix \( \omega \in \Omega, \ a.s., \) and introduce the Banach space \( H = C([0, T]; \mathbb{R}^n) \). Define the mapping \( F : \mathbb{R}^n \times H \to H, \)

\[
F(x, Y)(t) := Y(t) - x - \int_0^t b(Y(r)) \, dr - \sigma B(t), \quad t \in [0, T], \ Y \in H.
\]
Appendix: Proof of Proposition 13.1

We give a proof assuming $s = 0$ and $\mathbb{R}^n = \mathbb{R}$ for simplicity. We are concerned with the stochastic integral of a process $X \in M^2(0, T)$; our aim is to estimate the quantity (13.3)

$$
\mathbb{E}\left[ \sup_{\theta \leq t} \left| \int_0^\theta \sigma(X_r) \, dB_r \right|^p \right] \leq c(p, T) \mathbb{E}\left[ \int_0^t |\sigma(X_r)|^p \, dr \right], \quad t \leq T, \ p \geq 2.
$$

This estimate is a version of the celebrated Burkholder-Davis-Gundy inequality, which can be proved, in larger generality, for martingales: see for instance Kallenberg [Ka02, Corollary 17.7].

If we consider Theorem 4.24 and in particular (4.9), we get

$$
\mathbb{E}\left[ \sup_{\theta \leq t} \left| \int_0^\theta \sigma(X_r) \, dB_r \right|^p \right] \leq \left( \frac{p}{p - 1} \right)^p \mathbb{E}\left[ \int_0^t \sigma(X_r) \, dB_r \right]^p.
$$

Let $I_t = \int_0^t \sigma(X_r) \, dB_r$, $t \in [0, T]$. By a localization procedure via stopping times, possibly replacing $I_t$ with $I_{t \wedge T_N}$, where $T_N = \inf\{t \geq 0 : |I_t| > N\}$, $N \in \mathbb{N}$, we may assume, that $|I_t(\omega)| \leq K$ for any $t \in [0, T]$, $\omega$-a.s.

Note that $x \mapsto |x|^p$ is a convex function, hence $|I(X_t)|^p$ is a submartingale and so $t \mapsto \mathbb{E}[|I(X_t)|^p]$ is increasing; it follows that the right-hand side of the last formula is estimated by the quantity

$$
\mathbb{E}\left[ \int_0^t \sigma(X_r) \, dB_r \right]^p.
$$

In case $p = 2$, the Itô isometry formula implies that this quantity is equal to

$$
\mathbb{E}\left[ \int_0^t |\sigma(X_r)|^2 \, dr \right],
$$

which proves that
In order to prove the result for $p > 2$, we shall use Itô formula. Take $f(x) = |x|^p$; if we apply Itô formula to the process $\{|I_t|^p, \ t \in [0,T]\}$, we get

$$|I_t|^p = p \int_0^t |I_s|^{p-1} \text{sign}(I_s) \sigma(X_s) \, dB_s + \frac{1}{2} p(p-1) \int_0^t |I_s|^{p-2} |\sigma(X_s)|^2 \, ds.$$ 

In our assumptions, the process $\{|I_s|, \ s \in [0,T]\}$ is bounded and the stochastic integral is well defined and has zero mean, hence

$$\mathbb{E}[|I_t|^p] = c(p) \mathbb{E} \left( \int_0^t |I_s|^{p-2} |\sigma(X_s)|^2 \, ds \right).$$

A first application of Hölder inequality implies

$$\mathbb{E}[|I_t|^p] \leq c(p) \mathbb{E} \left[ \left( \int_0^t |I_s|^p \, ds \right)^{(p-2)/p} \left( \int_0^t |\sigma(X_s)|^p \, ds \right)^{2/p} \right]$$

and next, using again the same inequality (this time with respect to the mean),

$$\mathbb{E}[|I_t|^p] \leq c(p) \left( \mathbb{E} \int_0^t |I_s|^p \, ds \right)^{(p-2)/p} \left( \mathbb{E} \int_0^t |\sigma(X_s)|^p \, ds \right)^{2/p}.$$ 

We already know that the mapping $t \mapsto \mathbb{E}[|I_t|^p]$ is increasing, so we can estimate the first term in the right hand side with $(T \mathbb{E}[|I_t|^p])^{(p-2)/p}$ and, simplifying both sides, we obtain the thesis.
Malliavin calculus and stochastic equations with additive noise

This lecture is dedicated to show some applications of Malliavin calculus to the study of regularity of transition probability functions associated to solutions of SDEs. We have confined ourselves to 1-dimensional stochastic differential equations with additive noise. This choice implies a sensible simplification of the exposition; on the other hand, we are missing many interesting aspects of the multidimensional case (like the case of stochastic equations with degenerate noise). We refer to the existing literature on the subject, and in particular to the monograph by Nualart [Nu95], for a complete introduction to Malliavin calculus; we also mention that the second part of this lecture follows the notes of Da Prato [Da05].

Let us start by mentioning an unexpected relation between the so-called Skorohod integral and Malliavin calculus.

The theory of Skorohod stochastic integral has been developed from the need to give a meaning to (stochastic) integrals of processes that are not necessarily adapted to the natural filtration generated by the Brownian motion with respect to which we integrate. There is a surprising and beautiful relation between this theory and Malliavin calculus, namely the Gaveau-Trauber theorem [GT82]. In this theorem it is proved that the adjoint of the Malliavin derivative is equivalent to the definition of stochastic integral with respect to a generalized Gaussian process introduced by Skorohod [Sk75] (based on the chaos expansions in terms of multiple Wiener functionals).

Further, in this lecture we also meet the backward Itô integral, where the stochastic processes to be integrated are adapted to the future filtration of the Brownian motion. For a justification of the interest of this integral, we refer for instance to Da Prato [Da98].

14.1 The Skorohod integral

Throughout the lecture we fix the time interval $[0, 1]$ (the extension to the case $[0, T]$ is straightforward) and let $H = L^2(0, 1)$; we consider, on a Gaussian probability space $(\Omega, \mathcal{F}, \mathbb{P}, H)$, a real valued Brownian motion $B = \{B_t, \ t \in [0, 1]\}$. We refer to Lecture 9 for basic definitions and notation on Malliavin calculus.

Let $\{\mathcal{F}_t, \ t \in [0, 1]\}$, be the natural completed (right continuous) filtration associated with the Brownian motion $B$. Recall that $M^2(0, 1)$ is the space of all progressively measurable stochastic
processes \( u : [0, 1] \times \Omega \rightarrow \mathbb{R} \) such that
\[
\mathbb{E} \left[ \int_0^1 u^2(s) \, ds \right] < \infty.
\]

Next we define the adjoint operator \( \delta \) of the Malliavin derivative \( D \). Recall that the operator \( D \) is a closed and unbounded operator with values in \( L^2([0,1] \times \Omega) \) defined on the dense subset \( \mathbb{D}^{1,2} \) of \( L^2(\Omega) \).

**Definition 14.1.** Let \( u \in L^2([0,1] \times \Omega; \mathbb{R}) \); we say that \( u \in \text{Dom}\delta \) if there exists a positive constant \( c \) (possibly depending on \( u \)) such that
\[
\left| \mathbb{E} \int_0^1 D_s F u(s) \, ds \right| \leq c \| F \|_2 = c (\mathbb{E}|F|^2)^{1/2}
\]
for any smooth real valued random variable \( F \in \mathcal{S} \).

For \( u \in \text{Dom}\delta \) we define \( \delta(u) \) the unique element in \( L^2(\Omega) \) such that, for any \( F \in \mathbb{D}^{1,2} \):
\[
\mathbb{E}[F \delta(u)] = \mathbb{E} \int_0^1 D_s F u(s) \, ds.
\] (14.1)

The operator \( \delta \) is closed since it is an adjoint operator. It is usually called the Skorohod integral of the process \( u \) and we will use the notation
\[
\delta(u) := \int_0^1 u(s) \, ds B(s).
\]

**Lemma 14.2.** Let \( F \) be a smooth random variable in \( \mathcal{S} \) and \( f \in H = L^2(0,1) \). Then the stochastic process \( u(t,\omega) = F(\omega)f(t) \) belongs to \( \text{Dom}\delta \) and it holds
\[
\delta(u) = - \int_0^1 D_t f(t) \, dt + W(f) F. \tag{14.2}
\]

**Proof.** From the integration-by-parts formula (9.11) we have, for any smooth random variable \( G \):
\[
\mathbb{E}[F \int_0^1 D_t f(t) \, dt] = - \mathbb{E}[G \int_0^1 D_t f(t) \, dt] + \mathbb{E}[G W(f)]
\]
and (14.1) leads to the thesis.

We have thus a way to introduce a large class of stochastic processes belonging to \( \text{Dom}\delta \). We shall define \( \mathcal{S}(H) \) the class of smooth stochastic processes of the form
\[
\sum_{j=1}^n F_j f_j(t), \quad t \in [0,1],
\]
where \( F_j \in \mathcal{S} \) (recall the definition of this space in Lecture 9), \( f_j \in H = L^2(0,1) \).

There is a commutativity relation between Malliavin derivative and Skorohod integral, which is often useful in applications.
As a consequence we get the following estimate for every process in \( t \), hence, we also obtain, for almost every \( u \in \mathcal{S}(H) \) is a smooth stochastic process and \( h \in H = L^2(0,1) \). Then the Skorohod integral \( \delta(u) \) belongs to \( D^{1,2} \) and we have

\[
\langle h, D(\delta(u)) \rangle_H = \langle u, h \rangle_H + \int_0^1 \int_0^1 D_s u(s) h(t) \, dt \, ds B(s).
\]  

**Proof.** Let \( u \in \mathcal{S}(H) \) be given by \( u(t) = F f(t) \), with \( F \in \mathcal{S} \) and \( f \in H \). Denote by \( D^h G = \langle DG, h \rangle_H \) the Malliavin derivative in the direction \( h \). Then it holds

\[
\int_0^1 D_t \delta(u) h(t) \, dt = \int_0^1 D_t [FW(f)] h(t) \, dt - \int_0^1 D_t \int_0^1 D_s F f(s) \, ds \, h(t) \, dt
\]

\[
= \int_0^1 (D_t F) W(f) h(t) \, dt + \int_0^1 F f(t) h(t) \, dt - \int_0^1 D_s \int_0^1 D_t F h(t) \, dt \, f(s) \, ds
\]

\[
= \int_0^1 u(t) h(t) \, dt + D^h FW(f) - \langle D(D^h F), f \rangle_H
\]

and this implies the thesis.

\[\square\]

**Remark 14.4.** When we apply formula (14.3) to \( h = 1_{[0,1]} \) we obtain the relation

\[
\int_0^t D_s \delta(u) \, ds = \int_0^t u(s) \, ds + \int_0^1 \int_0^t D_s u(s) \, d\tau \, ds B(s);
\]

hence, we also obtain, for almost every \( t \in [0,1] \),

\[ D_t(\delta(u)) = u(t) + \int_0^1 D_t u(\tau) \, d\tau B(\tau). \]

Let us consider two smooth processes \( u, v \in \mathcal{S}(H) \); starting with the duality relationship (14.1) we have

\[ \mathbb{E}[\delta(u) \delta(v)] = \mathbb{E} \int_0^1 u(t) \, D_t \delta(v) \, dt \]

and the previous remark implies

\[ \mathbb{E}[\delta(u) \delta(v)] = \mathbb{E} \int_0^1 u(t) \, v(t) \, dt + \mathbb{E} \int_0^1 u(t) \delta(D_t v) \, dt. \]

Using again the duality between the operators \( \delta \) and \( D \) we obtain

\[ \mathbb{E}[\delta(u) \delta(v)] = \mathbb{E} \int_0^1 u(t) \, v(t) \, dt + \mathbb{E} \int_0^1 \int_0^1 D_s u(t) \, D_t v(s) \, ds \, dt. \]

As a consequence we get the following estimate for every process in \( \mathcal{S}(H) \):

\[
\mathbb{E}[\delta(u)^2] \leq \mathbb{E} \left[ |u|_{H}^2 + |Du|_{H^2}^2 \right].
\]  

(14.4)
Define $L^{1,2}$ as the closure of $S(H)$ in $L^2([0, 1] \times \Omega; \mathbb{R})$ with respect to the norm
\[
\|u\|_{1,2}^2 = \mathbb{E} \int_0^1 |u(t)|^2 \, dt + \mathbb{E} \int_0^1 \int_0^1 (D_s u(t))^2 \, ds \, dt.
\] (14.5)

For any $u \in L^{1,2}$ there exists a sequence $\{u_n\}$ in $S(H)$ such that $u_n$ converges to $u$ in $L^2(\Omega; H)$ and $Du_n$ converges to $Du$ in $L^2(\Omega; H \otimes H)$. Therefore, $\delta(u_n)$ is a Cauchy sequence in $L^2(\Omega)$ (use estimate (14.4)) and the closure of the operator $\delta$ imply that its limit is $\delta(u)$, hence $L^{1,2}$ is contained in $\text{Dom}\delta$.

Note that $L^{1,2}$ is an Hilbert space with respect to the inner product induced by the norm (14.5).

The proposition below is called “isometry formula” and provides an important tool in Malliavin calculus.

**Proposition 14.5.** Suppose that $u$ and $v$ are two processes in the space $L^{1,2}$. Then we have
\[
\mathbb{E}[\delta(u) \delta(v)] = \mathbb{E} \int_0^1 u(t) v(t) \, dt + \mathbb{E} \int_0^1 \int_0^1 (D_s u(t))^2 D_t v(s) \, ds \, dt.
\] (14.6)

Suppose that both processes are adapted to the filtration: by Remark 9.8 we have that $D_s u(t) = 0$ for almost all $s > t$; consequently, the second term in the right hand side of (14.6) is zero, and we recover the usual isometry property of the Itô integral.

**Proof.** We can assume by a density argument that the processes $u$ and $v$ belong to $S(H)$; let us write $u_t = Ff_t$ and $v_t = Gg_t$. In this case $\delta(u) = FW(f) - \langle DF, f \rangle_H$.

Using the duality relation (14.1) and formula (14.3) we obtain
\[
\mathbb{E}[\delta(u)\delta(v)] = \mathbb{E} \left( \int_0^1 v(t) D_t \delta(u) \, dt \right) = \mathbb{E} \left( \int_0^1 v(t) \left( u(t) + \int_0^1 D_D u(s) \, ds B(s) \right) \, dt \right).
\]

Finally, we get the thesis applying again the duality relation.

Although it is not true that every adapted process belongs to $L^{1,2}$, we can show that $M^2(0, 1) \subset \text{Dom}\delta$ and that on $M^2(0, 1)$, the operator $\delta$ is an extension of the Itô integral (with respect to the reference Brownian motion).

**Theorem 14.6.** $M^2(0, 1)$ is included in $\text{Dom}\delta$ and the operator $\delta$ restricted to it coincides with the Itô integral, i.e.,
\[
\delta(u) = \int_0^1 u(s) \, dB(s).
\]

**Proof.** Suppose that $u \in M^2(0, 1)$ is an elementary process of the form $u_t = \xi \mathbf{1}_{(a,b)}(t)$, where $(a, b) \subset [0, 1]$ and $\xi$ is a square integrable random variable, $\mathcal{F}_a$-measurable. Suppose first that $\xi \in S$. Then for a smooth random variable $\eta$ it holds
\[
\mathbb{E} \int_0^1 (D_D \xi) \mathbf{1}_{(a,b)}(t) \, dt = \mathbb{E} \int_0^1 [D_D (\xi \eta) - \eta D_D \xi] \mathbf{1}_{(a,b)}(t) \, dt
\]
\[
= \mathbb{E}[\eta \xi (\mathbf{1}_{(a,b)}) - \int_0^1 \eta D_D \xi \mathbf{1}_{(a,b)}(t) \, dt] = \mathbb{E}[\eta \xi (B(b) - B(a))]
\]
(we have used that $D_t \xi = 0$, $t \in (a, b)$, since $\xi$ is $\mathcal{F}_t$-adapted). This means, using again the duality relationship (14.1),

$$\delta(\xi 1_{(a,b)}) = \xi(B(b) - B(a)). \quad (14.7)$$

Now the general case follows by a limit argument, using the density of smooth random variables in $L^2(\Omega)$ and the closedness of $\delta$.

Further, by linearity, the class of elementary processes

$$X_t(\omega) = \sum_{i=0}^{n-1} \xi_i(\omega) 1_{[t_i, t_{i+1})}(\omega)$$

belongs to $\text{Dom}\delta$, and again a limit argument, using the density of elementary processes in $\mathcal{M}^2(0,1)$, implies the thesis.

□

The following proposition concerns with the product of an integral with a random variable.

**Proposition 14.7.** Let $u(t) \in \text{Dom}\delta$ and $Q \in \mathbb{D}^{1,2}$ be such that $Qu(t) \in L^2([0,1] \times \Omega)$ (We don’t make any assumption about adaptness). Then $Qu(t)$ belongs to $\text{Dom}\delta$ and the following equality holds

$$\int_0^1 Qu(t) \, d_2 B(t) = Q \int_0^1 u(t) \, d_2 B(t) - \int_0^1 D_t Qu(t) \, dt. \quad (14.8)$$

**Proof.** Consider a smooth random variable $G \in \mathcal{S}$; then formula (9.11) and the definition of Skorohod integral imply

$$\mathbb{E}\left[ \int_0^1 D_t G Qu(t) \, dt \right] = \mathbb{E}\left[ \int_0^1 u(t) \, D_t (GQ) \, dt - \int_0^1 u(t) \, G D_t Q \, dt \right]$$

$$= \mathbb{E} \left[ G \int_0^1 Qu(t) \, d_2 B(t) - G \int_0^1 u(t) \, D_t Q \, dt \right]$$

which proves the result.

□

### 14.2 One dimensional stochastic equations with additive noise

In this section, we shall be concerned with a stochastic differential equation with additive noise (on the time interval $[0, 1]$)

$$\begin{cases}
    dX_t = b(X_t) \, dt + dB_t, \quad t \in [s, 1], \\
    X_s = x \in \mathbb{R}, \quad s \geq 0.
\end{cases} \quad (14.9)$$

We consider the following assumption on $b$,

(H) $b \in C^1(\mathbb{R})$, and, setting $b'(x) = \frac{db}{dx}(x),$

$$\|b\|_1 = \sup_{x \in \mathbb{R}} |b'(x)| < \infty. \quad (14.10)$$
In this section we show that the solution $X(t; s, x)$, for any $t \in [0, 1]$, is differentiable with respect to the initial condition $x$ and in the Malliavin sense.

The following result is contained as a special case in the last Problem of Lecture 13 and we omit the proof here.

**Theorem 14.8.** Assume that Hypothesis (H) holds. Then $X(t; s, x)$ is differentiable in $x$, $\mathbb{P}$-a.s., and we have

$$
\partial_x X(t; s, x) = \eta(t; s, x) \tag{14.11}
$$

is the solution of the variation equation

$$
\begin{cases}
\mathrm{d}\eta(t; s, x) = b'(X(t; s, x)) \cdot \eta(t; s, x) \, \mathrm{d}t, & s \leq t \in [0, 1], \\
\eta(s; s, x) = 1.
\end{cases}
$$

**Remark 14.9.** The representation

$$
\eta(t; s, x) = \exp \left( \int_s^t b'(X(r; s, x)) \, \mathrm{d}r \right)
$$

together with Hypothesis (H) and the regularity of $X$ implies that $t \mapsto \eta(t; s, x)$ is a continuous and adapted process on $(s, 1)$.

We now consider the Malliavin derivative of the flow $X$. We can show that the solution belongs to the space $\mathbb{D}^{1, \infty} = \cap_{p \geq 1} \mathbb{D}^{1, p}$.

**Theorem 14.10.** Assume that hypothesis (H) holds. Let $\{X(t; s, x), s \leq t \in [0, 1]\}$ be the unique continuous solution of equation (14.9). Then $X(t; s, x)$ belongs to $\mathbb{D}^{1, \infty}$ for any $s \leq t \in [0, 1]$; moreover

$$
\sup_{r \in [s, 1]} \mathbb{E} \left[ \sup_{t \in [r, 1]} |D_r X(t; s, x)|^p \right] < \infty
$$

and the Malliavin derivative $D_r X(t; s, x)$ satisfies the following linear equation

$$
D_r X(t; s, x) = 1 + \int_r^t b'(X(\tau; s, x)) D_r X(\tau; s, x) \, \mathrm{d}\tau, \quad s \leq r \leq t \in [0, 1]. \tag{14.12}
$$

**Proof.** With no loss of generality, we may assume that $s = 0$, and for simplicity we suppress the dependence on the initial condition. We will prove by induction that the approximating processes

$$
\begin{align*}
X_0(t) &= x \\
X_{n+1}(t) &= x + \int_0^t b(X_n(s)) \, \mathrm{d}s + B(t), \quad n \geq 1,
\end{align*}
$$

satisfies the property

$$
X_n(t) \in \mathbb{D}^{1, \infty} \quad \text{and} \quad \sup_{r \in [0, 1]} \mathbb{E} \left[ \sup_{t \in [r, 1]} |D_r X_n(t)|^p \right] < \infty. \tag{14.13}
$$
In fact, let us consider the Malliavin derivative of $X_{n+1}(t)$; the chain rule for Malliavin derivative implies (recall also that $B(t) = \int_0^t \mathbb{1}_{[0,t]}(r) dB_r$)

$$D_r X_{n+1}(t) = \int_0^t b'(X_n(s)) D_r X_n(s) \, ds + \mathbb{1}_{[r,1]}(t)$$

and since the process $X_n(t)$ is adapted to $\mathcal{F}_t$, we obtain

$$D_r X_{n+1}(t) = 1 + \int_r^t b'(X_n(s)) D_r X_n(s) \, ds, \quad t \in [r,1].$$

Then for any $r \in [0,t]$,

$$\mathbb{E} \left[ \sup_{s \in [r,t]} |D_r X_{n+1}(s)|^p \right] = c_p \left( 1 + T^{p-1} \|b\|_p^p \mathbb{E} \int_r^t |D_r X_n(s)|^p \, ds \right)$$

and (14.13) holds. Moreover, we obtain also that the derivatives $D_r X_n(t)$ are uniformly bounded as $n \to \infty$; therefore, by Proposition 9.10 we obtain that $X_t \in D^{1,\infty}$ for any $t \in [0,1]$. Finally, applying the Malliavin derivative $D$ to both sides of (14.9) we deduce equation (14.12) for $DX_t$.

We have, then, the following identity between the process $\eta$ (see (14.11)) and the Malliavin derivative of the flow:

$$D_r X(t; s, x) = \eta(t; r, x), \quad s < r \leq t \in [0,1].$$

(14.14)

### 14.2.1 Smoothness of the transition function

For fixed time $t = 1$, we denote by $\pi(x, \cdot)$ the law of the random variable $X(1, x)$, so that

$$P_1 f(x) = \int_{\mathbb{R}} f(y) \pi(x, dy), \quad x \in \mathbb{R}, \ f \in C_b(\mathbb{R}).$$

In this section we show that $\pi(x, \cdot)$ has a density with respect to the Lebesgue measure on $\mathbb{R}$. The argument is based on the following elementary analytic result (which cannot be extended to higher dimensions).

**Lemma 14.11.** Let $m$ be a probability measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ and assume that there is $C > 0$ such that

$$\left| \int_{\mathbb{R}} f'(x) m(dx) \right| \leq C \|f\|_0 \quad \text{for all } f \in C^1_b(\mathbb{R}).$$

(14.15)

Then there exists $\rho \in L^2(\mathbb{R})$ such that

$$m(dx) = \rho(x) \, dx.$$ 

(14.16)

**Proof.** Let $\hat{m}$ be the Fourier transform of $m$,

$$\hat{m}(y) = \int_{\mathbb{R}} e^{i xy} \mu(dx).$$
Let \( y \in \mathbb{R} \) and set in (14.15)
\[
f(\xi) = e^{ixy}, \quad x \in \mathbb{R}.
\]
We obtain
\[
|y \hat{m}(y)| \leq C \quad \text{for all} \quad y \in \mathbb{R}.
\]
Since \(|\hat{m}(y)| \leq 1\) for all \( y \in \mathbb{R} \), there is \( C_1 > 0 \) such that,
\[
|\hat{m}(y)| \leq \frac{C_1}{1 + |y|}, \quad \text{for all} \quad y \in \mathbb{R},
\]
so that \( \hat{m} \in L^2(\mathbb{R}) \). Therefore, setting
\[
\rho(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-ixy} \hat{m}(y) \, dy
\]
we can conclude that \( \rho \in L^2(\mathbb{R}) \) and \( m(dx) = \rho(x) \, dx \).
\( \square \)

**Theorem 14.12.** \( \pi(x, \cdot) \) is absolutely continuous with respect to the Lebesgue measure \( \lambda \) on \( \mathbb{R} \). Moreover, the density \( \frac{d\pi(x, \cdot)}{dx} \) belongs to \( L^2(\mathbb{R}) \).

**Proof.** In view of Lemma 14.11 we only have to show that there is \( C > 0 \) such that
\[
\left| \int_{\mathbb{R}} \varphi'(y) \pi(x, dy) \right| = |\mathbb{E}[\varphi'(X(1; x))]| \leq C \| \varphi \|_0, \quad \text{for all} \quad \varphi \in C^1_b(\mathbb{R}). \tag{14.17}
\]

Recalling the chain rule for Malliavin derivative (9.12) and relation (14.14) we write
\[
\varphi'(X(1, x)) = \frac{D_r \varphi(X(1, x))}{D_r X(1, x)} = D_r \varphi(X(1, x)) \Phi(r, 1)
\]
with
\[
\Phi(r, 1) = \eta(1; r, x)^{-1} = \exp \left( - \int_r^1 b'(X(s, x)) \, ds \right).
\]
Taking the expectation and integrating both sides of the above identity in \( r \) between 0 and 1, we obtain
\[
\mathbb{E}[\varphi'(X(1, x))] = \mathbb{E}\left[ \int_0^1 D_r \varphi(X(1, x)) \Phi(r, 1) \, dr \right] = \mathbb{E}[\varphi(X(1, x)) \delta(\Phi(\cdot, 1))]. \tag{14.18}
\]
We claim that
\[
\{ \Phi(r, 1), \quad r \in [0, 1] \} \quad \text{belongs to} \quad \text{Dom} \delta \tag{14.19}
\]
and that the isometry formula applies, thus yielding
\[
\mathbb{E}[\delta(\Phi(\cdot, 1))|^2 = \mathbb{E} \int_0^1 |\Phi(r, 1)|^2 \, dr. \tag{14.20}
\]
Notice that
\[ \mathbb{E} \int_0^1 |\Phi(r,1)|^2 \, dr = \mathbb{E} \int_0^1 \exp \left( -2 \int_r^1 b'(X(s,x)) \, ds \right) \, dr \leq \mathbb{E} \int_0^1 \exp (2\|b\|_1 (1 - r)) \, dr \leq e^{2\|b\|_1}. \]

Using claim (14.19), we apply Hölder inequality in the right hand side of (14.18), and we find
\[
|\mathbb{E}[\varphi'(X(1,\xi,x))]| \leq \left( \mathbb{E}[|\varphi(X(1,x))|^2] \right)^{1/2} \left( \mathbb{E}[|\delta(\Phi(\cdot,1))|^2] \right)^{1/2} \leq \|\varphi\|_0 e^\|b\|_1,
\]
and estimate (14.17) is proved.

Backward Itô integral

We are left with claim (14.19). The process \{\Phi(r,1), \ r \in [0,1]\} is adapted with respect to the family of \(\sigma\)-fields \(\mathcal{F}^t, \ t \in [0,1]\), where
\[
\mathcal{F}^t = \sigma(B_s - B_t, \ s \geq t), \quad t \in [0,1).
\]

Moreover, it has continuous paths and is square integrable on \([0,1] \times \Omega\). We call such kind of processes backward Itô square integrable processes \(M_2^b(0,1)\); for these processes it is possible to define a stochastic integral similar to the Itô integral, by means of Riemann sums which are taken in the opposite (time) direction.

Assume that \(u \in M_2^b(0,1)\) is an elementary process, i.e.,
\[
u(t) = \sum_{k=1}^{n} X_k \mathbf{1}_{(t_k,t_{k+1})}(t),
\]
where \(X_k \in \mathcal{F}^{t_{k+1}}\); notice that \(X_k\) is independent from \(B(t_{k+1}) - B(t_k)\). Define
\[
I_b(u) = \int_0^1 u(t) \, dB(t) = \sum_{k=1}^{n} X_k (B(t_{k+1}) - B(t_k)).
\]
The random variable \(I_b(u)\) has zero mean and variance equals to \(\|u\|_{L^2((0,1) \times \Omega)}^2\). The construction of the stochastic backward Itô integral now proceeds most likely as in the case treated in Lecture 10.

It is possible to proceed as in the proof of Theorem 14.6 in order to show that \(M_2^b(0,1) \subset \text{Dom}\delta\); we leave the details to the interested reader. Further, notice that, for any \(u \in M_2^b(0,1)\), it holds \(D_r u(t) = 0\) for \(r \leq t\) –since \(u(t)\) is adapted to \(\mathcal{F}^t\) and it is independent from \(\mathcal{F}_t\), hence the second term in the isometry formula for Skorohod integral disappears and we get (14.20).

14.2.2 Regularizing effect of the associated diffusion Markov semigroup

Here we prove that the transition semigroup associated to the solution of (14.9) (where \(s = 0\)) has a regularizing effect. This will be a consequence of a representation formula for the derivative of the semigroup (see (14.22)) which is of independent interest. Recently, extensions of such formula to
diffusion semigroups in higher dimensions have been much studied; they are called Bismut-Elworthy-Li formulae (see Elworthy and Li [EL94]).

We again fix time \( t = 1 \) for simplicity (but the same argument works for any \( t > 0 \), repeating the construction on the time interval \([0, \lfloor t \rfloor + 1] \)). It is clear that for \( f \in C^1_b(\mathbb{R}) \) we have that \( P_1 f \) is differentiable and
\[
\frac{d}{d\xi} P_1 f(\xi) = \mathbb{E}[f'(X(1;\xi))\eta(1;0,\xi)];
\] (14.21)
however, this formula contains the derivative of \( f \) and it is not useful for our purpose. Our aim is to provide a formula containing \( f \) instead of \( f' \). We denote by \( UC_b(\mathbb{R}) \) the Banach space of all uniformly continuous and bounded functions \( f : \mathbb{R} \to \mathbb{R} \) endowed with the sup-norm.

**Theorem 14.13.** For all \( f \in UC_b(\mathbb{R}) \) we have \( P_1 f \in C^1_b(\mathbb{R}) \) and
\[
\frac{d}{d\xi} P_1 f(\xi) = \mathbb{E} \left[ f(X(1;\xi)) \int_0^1 \eta(r;0,\xi) \, dB_r \right], \quad f \in UC_b(\mathbb{R}).
\] (14.22)

Further, there exists a bound for the sup-norm of the derivative of the semigroup depending only on the sup-norm of \( f \) and the quantity \( \|b\|_1 \) from Hypothesis \( \mathcal{H} \):
\[
\sup_{\xi \in \mathbb{R}} \left| \frac{d}{d\xi} P_1 f(\xi) \right| \leq e^{2\|b\|_1} \|f\|_a, \quad f \in UC_b(\mathbb{R}).
\] (14.23)

**Proof.**

**Step I.** Assume first that \( f \in C^1_b(\mathbb{R}) \). The chain rule for the Malliavin derivative implies
\[
f'(X(1;\xi)) = \frac{D_r(f(X(1;\xi)))}{D_r X(1;\xi)}, \quad \forall r \in [0,1].
\]
If we substitute the above in (14.21) we obtain
\[
\frac{d}{d\xi} P_1 f(\xi) = \mathbb{E} \left[ \frac{D_r(f(X(1;\xi)))}{\eta(1;r,\xi)} \eta(1;0,\xi) \right]
\]
for \( r \in [0,1] \); integrating both sides in \( r \) between 0 and 1 we obtain
\[
\frac{d}{d\xi} P_1 f(\xi) = \int_0^1 \mathbb{E} \left[ D_r(f(X(1;\xi))) \eta(r;0,\xi) \right] \, dr.
\] (14.24)
Recall that \( \eta(r;0,\xi) \) is a continuous and adapted process hence it belongs to \( M^2(0,1) \) and, *a fortiori*, to Dom\( \delta \). Therefore, on the right hand side of (14.24) we apply (14.1) to get
\[
\frac{d}{d\xi} P_1 f(\xi) = \mathbb{E} \left[ f(X(1;\xi)) \int_0^1 \eta(r;0,\xi) \, dB_r \right].
\]

**Step II.** We prove estimate (14.23) for \( f \in C^1_b(\mathbb{R}) \). Taking the norm in (14.22) and using Hölder inequality on the right hand side we obtain
\[
\left| \frac{d}{d\xi} P_1 f(\xi) \right| \leq (\mathbb{E} \left[ f(X(1;\xi))^2 \right])^{1/2} \left( \mathbb{E} \left[ \int_0^1 \eta(r;0,\xi) \, dB_r \right]^2 \right)^{1/2}.
\]

Itô isometry implies
\[
\mathbb{E} \left[ \int_0^1 \eta(r;0,\xi) \, dB_r \right]^2 = \mathbb{E} \int_0^1 |\eta(r;0,\xi)|^2 \, dr
\]
and since \(|\eta(r;0,\xi)|^2 \leq \exp(2\|b\|_1 r)|r\)
substituting in the above formula we get the assertion.

**Step III.** Using the density of \(C_b^1(\mathbb{R})\) in \(UC_b(\mathbb{R})\) and the fact that the right hand side of (14.22) depends only on \(f\) and not on its derivative, it is straightforward to check the first part of the theorem. Also estimate (14.23) follows easily.
\(\square\)
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